Moving model analysis of the slipstream and wake of a high-speed train
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ABSTRACT

A scaled moving model technique for analysing the slipstream of a high-speed train (HST) with the view of applying this methodology for checking TSI compliance in the design phase of a HST is assessed. Results from experiments are compared to full-scale field test results, and the sensitivity of slipstream to two of the limitations of scaled testing, Reynolds number and the length to height ratio ($L/H$), is presented. The results captured using this unique methodology provide insight into the transient flow around HSTs.
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1. Introduction

The slipstream of a high-speed train (HST) continues to be an important aspect of aerodynamic performance and safe operation. Slipstream is the air flow induced by the train’s movement as experienced by a stationary observer. Such flows can be hazardous to waiting commuters at platforms and track-side workers (Pope, 2007). The flows also present the risk of damage to track-side infrastructure. Regulations have been developed in Europe to reduce these risks; for example the European Railway Agency’s (ERA) (2008) Technical Specifications for Interoperability (TSI) and the industry norms outlined by the European Committee for Standardization, herein referred to as the European Norms (EN) (CEN European Standard, 2009).

This paper investigates the slipstream of a HST under ‘standard operation and configuration’, defined here as a single train with one nose and one tail travelling on a straight track over flat ground with no crosswind present. This idealised train is modelled to isolate the slipstream characteristics generated by the train’s essential generic geometry in an ideal environment. Under these conditions, the slipstream of a HST has a local peak velocity at the nose passing, a gradual increase in velocity as the boundary layer develops along the length of the train, followed by the largest peak in the near-wake of the vehicle (Baker, 2010; Baker et al., 2001, 2012a,b). These slipstream characteristics correspond to the description by Baker (2010) for flow around a HST having three distinct regions: the nose, boundary layer and wake regions. These general characteristics of a HST’s slipstream, illustrated in Fig. 1, are referred to herein as the ‘standard slipstream profile’ and have been found by a number of researchers in full-scale track-side experiments (Baker, 2010; Baker et al., 2012a; Baker et al. 2012a,b).

Inter-carriage gaps have been found to cause perturbations to this general description as peaks, troughs or waves (Muld et al., 2014a; Pii et al., 2014), however these do not appear to significantly change the rate of increase of the boundary layer thickness. A local tail peak has also been identified in a number of HST slipstream profiles in full-scale experiments (Baker et al., 2012a), scaled experiments (Gilbert et al., 2013), and numerical simulations (Muld et al., 2014a; Hemida et al., 2013), but is not a standard feature and is likely dependent on geometry and measurement position. Both features are included in Fig. 1 as dotted lines to indicate that they are not standard, nor the focus of this research.

Further, as the flow around HSTs is highly three-dimensional, the slipstream profile as measured by a single streamwise line, as indicated in Fig. 1, is highly sensitive to measurement position, with the shape of the slipstream profile—even the relative magnitudes of the peaks—being susceptible to changes. However, in general the slipstream velocity decreases with increasing height above ground and distances away from train, as shown in full-scale experiments (Sterling et al., 2008) and numerical simulations (Hemida et al., 2013; Huang et al., 2014).

A number of known flow mechanisms can be identified in the wake of a high-speed train: shear layers, von Kármán-type vortex...
shedding, separation and recirculation regions and a pair of twin counter-rotating longitudinal vortices (Morel, 1980; Weise et al., 2006; Muld et al., 2012a; Hemida et al., 2013; Huang et al., 2014). The contribution of twin counter-rotating vortices to wake topology has been identified as a particularly important feature in characterising slipstream (Baker, 2010; Weise et al., 2006; Muld et al., 2012a). The counter-rotating vortices are created by the interaction between the down-wash over the roof and tail of the train and the flow around the sides of the train in the transition from a constant cross-section to the end of the tail. These vortices move downwards and outwards due to the mutual induction and interaction with the ground as they progress away from the vehicle (Weise et al., 2006; Muld et al., 2012a; Heine et al., 2013; Schulte-Werning et al., 2001; Yao et al., 2013), with some researchers predicting that they exhibit spanwise oscillations (Muld et al., 2012a; Yao et al., 2013; Schulte-Werning et al., 2003).

The use of a moving model methodology is assessed as a technique for analysing a HST’s slipstream and checking for TSI compliance in the design phase. This is performed by comparison to full-scale field test results as well as investigation of the sensitivity of results to the two primary experimental limitations of a moving model methodology: reduced Reynolds number and reduced length to height ratio ($L/H$). The results obtained are also analysed through ensemble averaging, characterising individual runs, conditional averaging and proper orthogonal decomposition (POD) analysis to provide insight into the transient flow around a HST.

2. Methodology

2.1. Experimental set-up

The experiment was performed at Deutsches Zentrum für Luft- und Raumfahrt (DLR—German Aerospace Centre) Tunnel Simulation Facility (TSG), a moving model facility in Göttingen, Germany. A moving model method has the advantage of measuring slipstream with the same train-measurement probe and train-ground relative motion as full-scale field experiments. The test section, illustrated in Figs. 2 and 3, consisted of 8 m of flat ground, 4 m of which was forwards of the first measurement position. Also included was 6 m of 1/25th scale single track ballast and rail (STBR), 2 m of which was forwards of the first measurement position. Ground configuration is not specified in the EN for scaled model slipstream experiments, however a STBR was required for head pressure pulse investigations in the 2009 EN (CEN European Standard, 2009)—the 2013 EN (CEN European Standard, 2013) revision excluded the rails from this configuration—and crosswind investigations (CEN European Standard, 2010). Thus a STBR ground configuration was modelled in this experiment. A 1/25th scale model of an ICE3—a HST in operation throughout Germany—was used in the experimental work.

Two pairs of light gates (L1 & L2 and L3 & L4 in Fig. 2) were used to determine the model’s velocity and acceleration. The model’s velocity and acceleration were used to convert the measurements from the time domain to the spatial domain, in which all results are presented. The model’s average velocity, $U_\text{av}$, was used to normalise the measured slipstream velocities.

Two modifications aimed at improving the level of detail were made to DLR’s ICE3 model, which originally conformed to the EN. The first was to include the wiper geometry at the tail section (omitted at the nose for practical reasons), to ensure that the level of downwash and corresponding strength of the twin counter-rotating vortices was similar to full-scale. The second modification was made to the bogie skirts, coverage was increased to better represent operational ICE3 geometry. This was done to ensure shedding off the exposed region of the bogies, particularly the rearmost bogie, was as realistic as possible.
Three scenarios were tested. The Primary scenario was a 3 car, 2.7 m long model fired at 32 m/s (Re = 250,000, width as characteristic length). Operational trains have a length to height ratio (L/H) of 50. The primary configuration of the model had a L/H of 16. The reduced L/H was expected to be a limitation due to the reduction in boundary layer development over the train’s surface. Thus the sensitivity of the slipstream results to the L/H and Reynolds number was tested. Both secondary configurations were expected to reduce the level of boundary layer development. The Reduced Length scenario was a 2 car, 2.0 m long model (L/H = 12) fired at 32 m/s. The Maximum Reynolds number scenario was a 3 car, 2.7 m long model fired at 43 m/s (Re = 330,000). Thus sensitivity to Reynolds number over the range of 2.50 x 10^5 – 3.3 x 10^5 was tested, however this is still significantly smaller than the full-scale Reynolds number of 1.7 x 10^7.

Slipstream results are presented as the equivalent full-scale distance from the tail; full-scale metres (m), with x = –67.5 m or x = –50 m corresponding to the model nose (2.7 m and 2 m long models respectively) and x = 0 m corresponding to the tail. Vertical (z) measurements are normalised by the model height (H) of 0.16 m.

2.2. Velocity measurement

Slipstream velocities were measured by hot wire anemometers located as shown in Fig. 2.

The hot wires had a sampling frequency of 50,000 Hz (corresponding spatial resolution of 0.64–0.86 mm), which is larger than the suggested frequency of the EN, and corresponds to a full scale sampling frequency of approximately ≈ 5000 Hz.

Probes S2 and S3 were located at the scaled equivalent to a full-scale track-side measurement position (y = 3 m, z = 0.2 m above top of rail, ATOR, European Rail Agency, 2008). The track-side position results are of focus in terms of assessment for TSI slipstream compliance, as they are the direct equivalent to the TSI requirements. These probes were single hot wires mounted perpendicular to the ground plane. This gave the resultant of the u and v components of velocity (horizontal velocity magnitude). This horizontal velocity is denoted herein as \( U \), and corresponds to the velocity used in the TSI slipstream compliance (European Rail Agency, 2008). The vertical component of velocity, \( w \), is not considered as it is proposed that it presents less of a destabilising risk to a standing person because of its orientation (European Rail Agency, 2008).

Probe S4 was located at the scaled equivalent of a full-scale platform measurement position (y = 3 m, z = 1.58 m ATOR, European Rail Agency, 2008). This is considered to be a platform equivalent position as no platform was included in this experiment. However, it measures at a similar position relative to the train that the TSI platform position requires (y = 3 m, z = 1.2 m above a platform, which at minimum has a height of 0.24 m ATOR, European Rail Agency, 2008), in this case a platform height of 0.38 m ATOR is modelled. Full-scale data compared to below is also measured at this platform equivalent position. Probe S4 was a cross wire, oriented normal to the direction of the flow, thus the u and v components of velocity were calculated separately. The horizontal velocity, \( U \), was subsequently calculated by taking the resultant of these two separate components. It is acknowledged that the cross wire likely measured some portion of the \( w \) (vertical) component of velocity, and as a consequence, the \( U \) values provided below for S4 are expected to be overestimated.

Probes S2 and S3 had longitudinal spacing of 0.8 m (20 m full-scale), this adhered to the corresponding full-scale specifications: TSI (European Rail Agency, 2008) and the EN (CEN European Standard, 2009) for measurement of the same run with multiple probes, effectively multiplying the number of real runs performed;
‘run multiplication’. The correlation between the probes was investigated by comparing the magnitudes of the individual maxima of each filtered run (equivalent to a 1 s moving average). This involved plotting these filtered maxima from probe S2 against the filtered maxima from probe S3. If the maximal magnitude for an individual run measured by probe S2 was the same as S3, the point for that individual line would lie on the 1:1 line, implying 100% positive correlation between the two probes. This method for testing correlation has been established by Baker et al. (2012b) and Baker (2012).

Minimal correlation was found between the two probes’ measurements, as seen in Fig. 4. This implies that the large scale turbulent structures (small scale structures are removed with the applied 1 s moving average) believed to be the cause of the maxima are different for the respective S2 and S3 probes.

This allowed the results from probes S2 and S3 to be treated as unique, and justified the use of run multiplication in this experiment. Due to the distance between probes, the minimal correlation and zero ambient wind, interference effects between the hot wires were assumed to be negligible. This resulted in 60 effective runs processed for the Primary scenario, and 40 for the Reduced Length and Maximum Reynolds scenarios at track-side position, and 30, 20 and 20 at platform position respectively.

2.3. Gust analysis

Gust analysis in a scaled equivalent to that outlined in the TSI and EN for slipstream holomlogation of a HST (European Rail Agency, 2008; CEN European Standard, 2009) was performed in this experiment. The ability to do such analysis directly is the primary benefit of a moving model method. In the TSI regulations, a HST’s slipstream performance is assessed using a single value, herein referred to as the ‘TSI value’, which is the 95% confidence interval for a 1 s gust. This is based on the mean and standard deviation of a data set comprising the maxima from each filtered (1 s moving average) individual run, as calculated by the following equation:

$$U_{2\sigma} = U + 2\sigma.$$  

In this experiment, the velocity measured was first converted from the time domain to the spatial domain utilising the scaled model trains speed, $U_r$. In full-scale field experiments, a 1 s moving average in the time domain is equivalent to an 83.3 m moving average in the spatial domain, as the train is travelling 83.3 m/s (300 km/h). To ensure an equivalent moving average in this scaled experiment, the moving average applied was a 3.33 m (83.3/25) spatial moving average. This was to ensure that the same size flow structures were analysed in the scaled experiment compared to the full scale, all other things being equal. This method of converting to the spatial domain utilising the model train speed incorporates both the length and velocity scales, which is a higher level of detail to that suggested in the EN for scaled testing (CEN European Standard, 2009), which only accounts for length scale.

2.4. Roof boundary layer

The roof boundary layer was measured for each scenario using a boundary layer rake with five pitot tubes ($z=0.025, 0.047, 0.072, 0.097$ and $0.120H$ above the roof) and one static tube ($z=0.195H$ above roof). It was assumed that no vertical static pressure gradient existed above the flat roof of the model, thus the dynamic pressure at each point was obtained by deducting the static pressure measured from the respective total pressures measured by the pitot tubes.

Ensemble averages calculated from the individual runs, which each had a 1000 Hz low-pass filter applied, at each measurement height are presented in Fig. 5a. Examples of the boundary layer velocity profiles used to calculate the momentum thickness along the train’s length are presented in Fig. 5b, where velocity was converted to the train-fixed frame of reference to present the ground boundary layer in its more common form, this was done using the following equation:

$$U_{rT} = 1 - \frac{U_{GF}}{U_r},$$  

where $U_{rT}$ is the velocity in the train-fixed frame-of-reference, $U_{GF}$ is the velocity in the ground-fixed frame-of-reference, as measured in the experiment, and $U_r$ is the velocity of the train.

The increasing thickness of the boundary layer is visible in Fig. 5a and b.

The boundary layer over a HST has been shown to be highly three dimensional (Baker, 2010), with the side boundary layer being sensitive to distance above the ground. Thus, the roof boundary layer was measured and analysed as a 2D boundary layer for simplicity, as previous researchers have done (Baker, 2010; Muld et al., 2014b). The resulting momentum thickness development profiles (Fig. 6) are calculated using

$$\theta(x) = \int_0^\infty \frac{U}{U_\infty} \left(1 - \frac{U}{U_\infty}\right) \mathrm{dy},$$  

show that the increased Reynolds number did not significantly reduce the momentum thickness, the reduced length, however, resulted in a thinner boundary layer at the tail. The influence of the nose of the train is identifiable up to the first inter-carriage gap (ICG1), where a
sharp increase is visible in all three scenarios ($x=25$ m). After ICG1, the gradual increase can be seen along the length of the model.

The influence of the second inter-carriage gap (ICG2) is visible ($x=42.5$ m) in the Primary and Maximum Reynolds scenarios, however aside from the peaks at this location, the overall influence on the development appears minimal. This suggests the ICG has little influence on global boundary layer development. This tendency for the ICG to be visible in the boundary layer profile, but have a negligible effect on the overall development, can also be seen in the numerical research by Muld et al. (2014b).

Also included in Fig. 6 is the momentum thickness (see Eq. (3)) development for a turbulent boundary layer based on the empirical formula provided in Eq. (4) (Munson et al., 2006) for two cases:

$$\theta(x) = 0.0360 \left(\frac{\nu}{U_{\infty}}\right)^{1/5} x^{1/5}.$$  

The first case aims to estimate the development over the scaled model using a flat plate of length 2.7 m - the same length of the scaled model - with a freestream velocity of 32 m/s. The second case aims to estimate the development over a full-scaled model using a flat plate of length 200 m with a freestream velocity of 83.3 m/s. This approach was taken by Muld et al. (2014b).

The x-axis in Fig. 6 is the relative position along the roof ($x/L$) which uses the total length ($L$) of each specific scenario plotted to normalise the data. This enables a direct comparison of momentum thickness at the tail, which is the focus in this case.

These results highlight the effect the Reynolds number has on boundary layer thickness, where even though the full scale case is 200 m, two orders of magnitude larger than the scaled, thus providing the boundary layer a longer time to develop, the significant difference in Reynolds number (scaled Re: $5.92 \times 10^6$, full scaled Re: $1.14 \times 10^8$, using model length as the characteristic length) results in very similar momentum thickness development over the model, and most importantly the thickness at the tail, which is expected to have the greatest influence on the near-wake.

The estimated momentum thickness at the tail using the empirical formula for a flat plate also compare reasonably well with the scaled experimental Primary and Maximum Reynolds scenario results.

If we assume that the flat plate formula is also a good estimation for momentum thickness development over the full scale train, then it is likely that the reduced $L/H$ ratio of the scaled models is not necessarily a significant experimental limitation. This is because the reduced Reynolds number of the experiments will compensate for the reduced $L/H$ ratio compared to full scale.

The Reduced Length scenario reaches a momentum thickness of 0.02 before the effects of the tail are visible, where both the Primary and Maximum Reynolds reach 0.035. However, the effect of the tail results in all three scenarios having almost identical profiles at the end of the train.

2.5. Full-scale field experiment

The full-scale results presented are from field tests undertaken in Spain as part of Work Package 5 of the AeroTRAIN Project. These results are from an 8 car, 200.3 m long Siemens Velaro S-103 high-speed train, and are a subset of data presented in Baker et al. (2012a,b) and Baker (2012). The external geometry of the S-103 is considered the same as the ICE3 geometry of the scaled moving model used in this experiment.

Induced velocity was measured by a number of ultra-sonic anemometers with a sample frequency of 265 Hz, corresponding to a spatial resolution of 0.3 m. This is larger than the 100 Hz minimum required by the TSI and EN regulations.

For the ensemble averages calculated and presented, 20 of the lowest ambient wind runs with train speeds above 70 m/s were selected to be processed. For gust analysis, the 20 lowest ambient wind runs were processed, while runs that satisfy the TSI criteria: $V_{\text{max}}$(83.3 m/s) ± 10%, ambient wind less than 2 m/s (European Rail Agency, 2008) were also processed and are presented separately for comparison.

3. Results

3.1. The flow around high-speed trains

The results in this section provide insight into the flow around a high-speed train and how the method of a moving model...
captures and therefore represents these phenomena. The individual runs, ensemble average and standard deviation for the Primary scenario measured at the track-side position, are presented in Fig. 7.

The ‘standard slipstream profile’ is clearly visible in the ensemble average, with a peak velocity at the nose passing, a gradual increase in velocity as the boundary layer develops along the length of the train, followed by the largest peak in the near-wake of the vehicle.

The ensemble standard deviation exhibits very low deviation at the nose peak, illustrating its highly repeatable nature, this also occurs at the tail of the train, albeit to a lesser extent, suggesting some variation run to run of the tail peak. The near-wake experiences the highest deviation, with a peak magnitude similar to the near-wake peak in the ensemble average, however the standard deviation peak dissipates much earlier.

The run-to-run variation of the individual slipstream profile is evident in Fig. 7 in both the individual runs and ensemble standard deviation. The difference between the individual runs and the ensemble average highlights the shortcomings of using an ensemble average to describe a transient feature. Fig. 8a–c is the enlarged sections of the near-wake displayed in Fig. 7, with selected individual runs plotted to better represent the significant differences between runs.

In Fig. 8, the five selected runs display the variation in location of the near-wake peak, ranging from 10 m to 60 m from the tail. The peak magnitude depends on the location, which is largest at 15 m from the tail, and decreases thereafter. Each individual run’s peak contributes to a portion of the upper limit of all runs visible in Fig. 7.

It is proposed that the difference in individual runs are a result of capturing different phases of a transient wake. Previous researchers have identified a pair of streamwise, counter-rotating vortices in the near-wake of high-speed trains (Baker, 2010; Morel, 1980; Weise et al., 2006). The authors of this paper have also previously identified these structures in time-averaged flow around a high-speed train with dominant frequencies of St: 0.18, and linked these to the near-wake peak in slipstream profiles in wind tunnel experiments (Bell et al., 2014). Research in the transient wake has suggested that this vortex pair oscillates in the span-wise direction (Muld et al., 2012a; Schulte-Werning et al., 2003), this is further explored in Sections 3.2 and 3.3.

The relationship between peak location and magnitude does not explain the breadth in magnitude of individual profiles at a single position, visible in Fig. 7. This is clearly presented in Fig. 8b which shows a number of peaks in the near-wake at approximately the same position (x=15 m), yet having different magnitudes (0.15–0.51). This is possibly due to the difference in coherence of the vortices between runs.

A periodic wake is also indicated by the selected runs displayed in Fig. 8c, where three runs have clear secondary peaks in the far wake. The distance between the primary and secondary peaks is dependant on the primary peak’s location, it increases further the primary peak is from the tail (135 m, 155 m and 215 m with primary peaks at 15 m, 25 m and 50 m respectively). One would expect this as the wake is stretching as it is dragged behind the train.

The characteristics displayed above are consistent across the other moving model scenarios tested at both track-side and platform height, as well as in full-scale field results analysed.

3.2. Conditional averages

In an attempt to explain the transient wake evident in Figs. 7 and 8 in Section 3.1, conditional averaging was applied to the 60 individual Primary scenario runs at track-side height. The condition was the average slipstream value between 10 m and 100 m from the tail as this was the region of the near-wake peak and highest variation run to run, beyond which the slipstream velocities of the individual runs converge. Ensemble averages were calculated from 10 runs with the highest (Max), medium (Mid) and lowest (Min) average slipstream velocity over this range.

A comparison of ensemble averages for each case is presented in Fig. 9. There are clear differences between the three cases, most notably in the near-wake peak magnitude and location. These
differences are thought to be due to the measurement probe capturing the periodic flow of the wake at different phases as it is dragged behind the train past the probe. If the peaks are due to the presence of twin counter-rotating vortices passing the measurement probe (Baker, 2010; Weise et al., 2006; Morel, 1980), that oscillate horizontally (Muld et al., 2012a; Schulte-Werning et al., 2003), then one would expect three primary phases in the flow: capturing the peak as the closest of the vortices moves towards the measurement probe, capturing the trough as the vortex moves away from the measurement probe, and capturing the equilibrium phase, by oscillating towards either side. Therefore it is proposed that these three phases respectively correspond to the Max, Min and Mid cases established in Fig. 9. This hypothesis also explains the nature of the Min case having a peak further in the wake, attributing this to a vortex that oscillates towards the measurement probe far later in the wake albeit with lower slipstream magnitude. The medium level peak in the Mid case could be attributed to strong but smaller scale turbulent structures present in the very near-wake that dissipate quickly.

Conditional averaging was also performed using the peak location as the condition. This resulted in very similar results to those presented above.

The validity of performing conditional averaging is established in Fig. 10, where the respective ensemble average is an acceptable representation of the corresponding individual runs, and distinct differences between the groups of the individual runs are evident.

3.3. Proper orthogonal decomposition

Proper orthogonal decomposition (POD) was performed in an attempt to gain further insight into the run–run variation in the near-wake. POD has been used extensively to provide insight into coherent structures in fluid dynamic problems (Perrin et al., 2007; Graftieaux et al., 2001; Muld et al., 2012b) and more recently specifically in the wake of HST’s (Muld et al., 2012a). POD applied to data acquired in this experiment is somewhat novel, however, due to the frame of reference between the measurement equipment and model. The result is that individual runs are considered as ‘snapshots’ used in the POD process. In this case there is no time correlation between runs, therefore frequency analysis of modes cannot be performed.

Each individual run in reality is not a true ‘snapshot’ as the flow is expected to change during the time the model moves past the measurement probe. The expected range of dominant frequencies within the wake is St: 0.1–0.2 from the literature (Muld et al., 2012a; Schulte-Werning et al., 2003; Bell et al., 2014) which corresponds to frequencies of 10–32 Hz at \( U_t = 32 \text{ m/s} \). The model would travel between 1.45 and 3.45 m (\( U_t = 32 \text{ m/s} \)) for one period of these expected frequencies, which when compared to the scaled size of the near-wake variation (3 m) is not ideal. Thus the wake is likely changing to some extent during the measurement of each run, as such, the results from POD are proposed simply to highlight the variability and recreate a set of simplified run profiles.

The percentage of total energy of the fluctuating motion (the energy of the time-averaged is not considered) is presented in Fig. 11. Modes 1 and 2 are shown to share a large portion of the energy having 19% and 16% respectively. The third and fourth modes have a similar proportion of 9% and 8%, with a clear drop in energy for higher modes.

The time-averaged (Mode 0) and the first four fluctuating modes (Modes 1–4) are presented in Fig. 12. The ‘range’ of each fluctuating mode from the 60 individual runs from the Primary scenario, track-side measurements are presented. A ‘max’ and ‘min’ case for each mode was calculated from the mean plus or minus two standard deviations of the mode coefficients from the data set of 60.

It is clear that the first mode corresponds to a sharp major near-wake peak close to tail which are evident in a number of individual runs. A second peak further in the wake is also evident in the first mode. The second mode shows a broader lower peak further from the tail with no secondary peak, again a characteristic that is visible in a number of individual run profiles. The third and fourth modes show lower magnitude multiple peaks which suggest that they have a less significant influence on the overall profile.

Reconstruction of a number of potential profiles was performed considering the range of the first two mode coefficients from the 60 runs, as well as the correlation of mode coefficients between these two modes. The correlation coefficient between the first two modes was found to be negligible at 2.1 \times 10^{-4}. Thus four potential profiles were reconstructed using combinations of the ‘max’ (mean plus two standard deviations) and ‘min’ (mean minus two standard deviation) mode coefficients of the first two modes. This is presented in Fig. 13. The range of the four potential profiles shares a similar envelope to the raw individual runs, with only the maxima of the near-wake peak not being well represented. This
perhaps could be achieved by including modes beyond the first two. The validity of the reconstructed potential runs is strengthened by comparison to Fig. 8 where raw individual runs can be seen with the same characteristics. These results indicate that the run–run variation is due to the variation of two dominant coherent structures in the near-wake.

Although reconstruction cannot be made in the time domain, i.e. how each potential profile transitions to the next, intuitively one can imagine the main peak propagating further into the wake behind the tail eventually leading to the secondary peak visible in profile 1 and the cycle repeating itself. The order of this would be: profile 1 (mode 1: max, mode 2: max), profile 2 (mode 1: max, mode 2: min), profile 3 (mode 1: min, mode 2: min), and profile 4 (mode 1: min, mode 2: max). In this simplistic model, the two modes have the same frequency but are out of phase, thus no correlation was found.

3.4. Ensemble averages

The ensemble averages of the three moving model scenarios are compared in this section to gain insight into the sensitivity of the results from a moving model method to Reynolds number and model length. These results are further compared to full-scale results to determine the validity of any findings and accuracy of the method.

The ‘standard slipstream profile’ is clearly visible in the moving model ensemble averages at track-side and platform equivalent heights presented in Fig. 14a and c respectively.

At track-side height, the minimal difference between the Primary and Maximum Reynolds profiles indicates Reynolds number insensitivity over the limited range tested (250,000–330,000). The Reduced Length scenario shows a larger (magnitude of 0.15) and wider peak in the near-wake, compared to the Primary and Maximum Reynolds peak magnitudes (0.11 and 0.125 respectively). This is proposed to be due to the difference in boundary layer development (Fig. 6). A possible explanation for the increased slipstream peak is that the reduced boundary layer at the tail corresponding to a higher frequency oscillation of the vortices, as hypothesised by Muld et al. (2014b), is expected to be due to a thinner effective characteristic width used to calculate the Strouhal number due to a smaller displacement thickness. This could lead to an increased measurement of peaks given more frequent peaks with no change in the moving average. Further, a smaller boundary layer could also allow a stronger wake and therefore larger near-wake peak.

The full-scale ensemble average at track-side position has a lower and flatter slipstream peak in the near-wake compared to the moving model results. However, the filtered ensembles (respective smooth lines) of all moving model scenarios compare very well to full-scale. This suggests that differences in the magnitude of the peaks in the unfiltered profiles are small enough that they may not necessarily influence a gust type analysis.

Features observed at track-side height are not apparent at platform equivalent height (Fig. 14c and d). The moving model scenarios do not compare well to each other, with none comparing well to the full-scale results. This could be attributed to the reduced individual runs used, with only one probe measuring at platform height, run multiplication could not be utilised, thus the ensemble averages were based on half the number of runs than the track-side ensemble averages.

The overall profile of the platform position, Primary ensemble average is similar to the full-scale, with a similar shaped tail peak and a broad and distant (100 m from the tail) near-wake peak.
However, the slipstream velocity is consistently less than the full-scale. The Maximum Reynolds scenario has a near-wake peak magnitude similar to full-scale (0.09), however with a narrower and closer peak (30 m from the tail). The Reduced Length is in between the Primary and Maximum Reynolds scenarios, in both near-wake peak magnitude and distance from the tail. The moving average profiles also do not compare well to full-scale at this platform equivalent height, as the differences in the raw profiles are too profound.

Close inspection of the moving model nose peaks identifies a double peak that is not apparent in the full-scale results. This is due to the forward facing probe arms used in the scaled experiments, which prohibit the measurement of reversed flow (accelerated flow around the trains nose) that is able to be measured in full-scale by the vertically mounted ultra-sonic anemometers.

It is possible that greater boundary layer development occurs in full-scale, as the $L/H$ is 50, compared to the scaled models of 16. This difference in boundary layer thickness and the resulting influence on the near-wake potentially explains the difference between the moving-model and full-scale results.

The ideal nature of these moving model experiments (with zero ambient wind) also provides a possible explanation for the stronger peaks compared to full-scale. This difference in ambient wind is visible in Fig. 14, where the upstream slipstream velocity is 0.01 at both heights in the full-scale results, whilst being 0 for all moving model scenarios.

It is proposed that the platform measurement position—at a greater distance from the ground—is on the outer edge of the pair of counter-rotating vortices expected to be responsible for the near-wake peak. This explains the generally lower slipstream values at higher measurement positions (Baker et al., 2012a). Thus any differences within the wake as a result of the moving model scenarios are more easily observed as the dominant flow feature is measured less directly.

Further, both the high Reynolds number and the non-ideal conditions at full-scale are expected to reduce the coherence of any turbulent structures that exist in the ideal conditions and lower Reynolds number flow of the scaled moving model experiment. This reduced coherence should result in a more spread out, ‘noisier’ wake structure. This explains the full-scale track-side ensemble average having a broader and lower peak magnitude that takes significantly longer to dissipate than in the moving model. This hypothesis also explains why the full-scale platform ensemble average has a broader and higher peak magnitude than the moving model.

Acknowledging that the coherence at full-scale is likely to be reduced, the overall agreement in ensemble average profiles suggests that the moving model does represent and measure the flow around a high-speed train. It does this, however, in a cleaner, more ideal manner.

3.5. Ensemble standard deviation

As highlighted in Section 3.1, the ensemble average does not represent the individual runs well. Therefore the ensemble standard deviations of the moving model scenarios and full-scale experiment are presented separately in this section. The track-side ensemble standard deviations show no discernible difference between the various moving model scenarios (Fig. 15a) but all scenarios overestimate the standard deviation compared to the full-scale results. The platform ensemble standard deviations show that there are differences between the three moving model scenarios (Fig. 15b), with the Maximum Reynolds having the highest in the near-wake peak, followed by the Reduced Length, and then the Primary scenario. The full-scale is most similar to the Primary scenario but only in the near-wake peak.

As suggested in Section 3.4, the reduced coherence in the full-scale wake, which causes the ‘noisier’ wake structure, could also be the cause of the differences in the standard deviation. Assuming that the scaled wake has coherent flow with high magnitude peaks in slipstream velocity due to its clean, periodic nature, as suggested by the larger peaks in the ensemble averages, then the standard deviation would be larger compared to the full-scale wake, with noiser, less coherent flow and thus broader and lower magnitude peaks.

3.6. Gust/TSI

The components processed in calculating the TSI value are shown in Fig. 16. The maximum for each individual run with an equivalent 1 s moving average can be identified, together with the resulting mean and TSI value. In a similar manner to the high variance between runs in the slipstream profiles (Fig. 7), the location and magnitude of the individual maxima are also highly variable, in spite of the significant 1 s moving average applied.

The calculated TSI values for each moving model scenario and for the two full-scale runs for both track-side and platform equivalent positions are presented in Fig. 17. The second full-scale scenario presented is based on runs that would be adequate to process for TSI slipstream holmogulation, as outlined in Section 2.5.

At track-side position, the differences between moving model scenarios are not consistent with the unfiltered ensemble averages presented in Fig. 14. The Primary and Reduced Length scenarios TSI values are not significantly different but the Maximum Reynolds
Fig. 15. Ensemble standard deviations. (a) Track-side position and (b) platform position. Black: Primary, blue: Maximum Reynolds, red: Reduced Length scenarios, and grey: full-scale 20 runs with the lowest ambient wind. (For interpretation of the references to colour in this figure caption, the reader is referred to the web version of this article.)

Fig. 16. The components processed to calculate the ‘TSI value’. Grey: individual runs with a 1 s equivalent moving average applied, black points: maxima of individual runs with moving average applied, blue point: mean value of maxima, located at mean distance from the tail, and red point: TSI value. Results are taken from track-side measurement position, from the Primary scenario. (For interpretation of the references to colour in this figure caption, the reader is referred to the web version of this article.)

At platform position, the Primary is lower than the other two moving model scenarios, which have the same value. This trend is similar to that found in the near-wake peaks of the ensemble averages in Fig. 14.

4. Conclusions

The results from the moving model experiments carried out using an ICE3 model at the TSG facility at DLR Göttingen provided insight into the flow around high-speed trains, specifically their transient wake structure. Although this method only provides individual snapshots of the induced flow, inspection and grouping of individual runs, conditional averaging, and POD processing provide results that agree with previous findings, which have shown that a pair of horizontally oscillating counter-rotating vortices are the dominant feature of the wake. This feature is of considerable interest from the perspective of what causes the slipstream of HSTs as this is where the largest slipstream velocities occur.

Comparing the moving model results to full-scale results was done in an attempt to improve the prediction accuracy for TSI compliance when considering slipstream at early stages in the design phase of trains. The moving model results showed the same ‘standard slipstream profile’ found in full-scale results; thus, the main flow features captured are expected to be the same between full-scale and scaled experiments.

However, differences did exist between the moving model and full-scale results, with the moving model exhibiting: a closer and narrower near-wake slipstream peak to the tail of the train, and higher peak velocities at track-side, lower at platform position compared to full-scale. The expected cause of these differences is the lower coherence in the wake of the full scale tests caused by the ambient wind and the larger Reynolds number. The difference in the L/H of the two cases could also contribute to a different wake structure.

The ensemble averages indicated that the slipstream profile was partially sensitive to L/H and insensitive to Reynolds number over the range tested. However, the TSI value, based on ‘gust’ analysis, appeared to be insensitive to L/H and only marginally sensitive to Reynolds number when compared to full-scale results. Analysis of the components of the TSI value highlighted that the TSI can have a similar value despite having different contributions from the mean and standard deviation, this has an effect on its veracity as a single comparative value.

The limitations noted here are often inherent issues of scaled HST aerodynamic experiments. They remain as open questions in the field. The advantages of a moving model method; the correct relative motion between the train-probe and train-ground, and the ability to measure slipstream with reasonable accuracy to which gust analysis can be applied makes it a suitable technique for scenarios to the low ambient wind full-scale is – 24%, significantly worse than at track-side. These results are consistent with the moving average profiles in Fig. 14.
assessing TSI-type slipstream risk at the design phase of high-speed trains.
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