Flow topology and unsteady features of the wake of a generic high-speed train
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A B S T R A C T

The unsteady wake of a high-speed train is investigated experimentally. From a practical point of view, the wake region is of considerable importance as it is where slipstream velocities—velocities induced by the vehicles movement through air—are largest. In turn, this can create a considerable risk for passengers and track-side workers as the train passes. The flow is quantified in a 1:10 scale wind-tunnel experiment using high-frequency 4-hole dynamic pressure cobra probes, surface-pressure measurements and flow visualisation. The dominant feature of the time-average wake topology consists of a clearly identifiable counter-rotating streamwise vortex pair. Although the wake structure and evolution should perhaps be considered as a whole, the near wake exhibits periodic unsteadiness, at a Strouhal number of 0.2, that could be attributed to periodic shedding from the sides and to a lesser extent the top surface. This periodicity feeds into the trailing vortices, consistent with lateral and vertical displacement of the cores as they advect downstream and thus affecting maximum slipstream velocities.

© 2015 Elsevier Ltd. All rights reserved.

1. Introduction

The geometry of modern high-speed trains (HSTs) is unique amongst ground-vehicles, having slender (length ≥ height), small aspect-ratio (width:height ratio ≈ 0.75) bodies, and a streamlined nose and tail with no fixed separation points. In general, the wake of a modern HST is expected to be a complex, unsteady, three-dimensional flow, consisting of shear layers, von Kármán-type vortex shedding, separation and recirculation regions, and a pair of counter-rotating streamwise trailing vortices (Morel, 1980; Weise et al., 2006; Muld et al., 2012; Bell et al., 2014). These vortices move downwards and outwards due to mutual induction and interaction with the ground as they advect downstream of the vehicle (Weise et al., 2006; Muld et al., 2012; Heine et al., 2013; Schulte-Werning et al., 2001; Yao et al., 2013; Bell et al., 2014). The vortices result from vorticity that is generated at, and advected along, the surface of the train, and then subsequently from the interaction between the downwash over the roof and tail of the train and the flow around the sides.

The wake of a HST is where the largest slipstream velocities are found to occur (Baker, 2010; Baker et al., 2012; Bell et al., 2014, 2015). Slipstream is the air flow induced by a vehicle’s movement measured at a fixed distance from the vertical centreplane of the train. It is an important consideration for the aerodynamic performance but also for the safe operation of high-speed trains (HSTs). Such flows can be hazardous to commuters waiting at platforms and to track-side workers (Pope, 2009; Baker, 2010; Baker et al., 2012; Bell et al., 2014, 2015; Pope, 2009; Baker, 2010; Baker et al., 2012; Bell et al., 2014, 2015).
2007) due to significant induced pressure forces. Regulations are in place that limit the magnitude of slipstream velocities a HST can induce (European Rail Agency, 2008; CEN European Standard, 2009).

The authors have previously associated high slipstream velocities in the wake to the presence of a time-averaged streamwise vortex pair (Bell et al., 2014). The contribution of these vortices to characterising the slipstream of a HST has also been identified by preceding research (Baker, 2010; Weise et al., 2006; Muld et al., 2012). As the vortices move downwards and forwards beyond the passage of the train, the largest slipstream velocities are measured. The magnitude and location of the peak of instantaneous slipstream velocity in the wake has been shown to be inconsistent in scaled moving-model experiments (Baker, 2010; Bell et al., 2015) and numerical investigations (Muld et al., 2012; Pii et al., 2014; Hemida et al., 2014). Previous work by the authors has indicated this is caused by periodicity in the wake (Bell et al., 2015). Understanding the source of this high variation, and peak instantaneous slipstream velocities provides the potential for mitigation of the slipstream risk of HSTs, as well as improving stability and drag of the vehicle and the comfort of passengers.

A number of numerical researchers applying different methodologies and investigating various, albeit similar modern, HST geometries have predicted that the streamwise vortex pair in the wake of HSTs exhibits spanwise oscillations. Delayed detached eddy simulations (DDES) of an Inter-City Express 2 (ICE2) HST by. Muld et al. (2012), using Proper Orthogonal Decomposition (POD) and Dynamic Mode Decomposition (DMD), identified a persistent streamwise vortex pair as the dominant wake feature, in contrast to a separation-dominated wake (Morel, 1980; Ahmed, 1983) seen with some generic automobile-like geometries. The dominant modes exhibited spanwise oscillations of the vortices occurring at a non-dimensionalized frequency, based on the freestream velocity and hydraulic diameter, of $St_{HD} = 0.085$, which they proposed to be caused by vortex shedding. Schulte-Werning et al. (2003) identified similar features on the same HST geometry in their unsteady simulations. Surface streamlines showed the point of origin of a pair of vortices oscillating in the spanwise direction around the vehicle’s nose at $St_{HD} = 0.14$.

Numerical simulations using the Lattice Boltzman Method (LBM) by. Pii et al. (2014) identified vortex shedding at $St_{W} = 0.18$, developing from the underbody due to interaction with the bogies, before being released into the near wake. The near-wake exhibited spanwise fluctuations in velocity and pressure but the dynamics of the vortex pair was not presented. The results from a scaled wind-tunnel experiment on an ICE2 HST (Bell et al., 2014) indicates potential agreement with the unsteady numerical findings, although without confirmation of the flow structures responsible, as frequency and probability distribution analysis indicated periodicity at the location of the time-averaged vortex pair. Explicit experimental confirmation of the spanwise dynamics in the near-wake of a HST and the mechanism, which causes such movement, has not yet occurred.

The counter-rotating pair of streamwise wake vortices are typical of automotive ground-vehicles, as established by (Ahmed, 1983) and others (Vino et al., 2005; Krajnović and Davidson, 2005; Strachan et al., 2007), who also identified movement downwards and outwards from the symmetry plane as the fluid advects downstream. Coherent unsteady features of automotive wakes have been found by a number of researchers both experimentally and numerically (Lienhart and Pêgo, 2012; Vino et al., 2005). In addition to the time-averaged streamwise vortex pair in the wake of a 25° backlight-angle Ahmed body, researchers have identified signs of predominantly 2D von Kármán-type vortex shedding in the vertical plane. This occurs as the shear layers over the roof and under-body roll up, partially feeding the upper and lower recirculating regions, with the remainder rolling up to form the periodic sheet (Wang et al., 2013; Vino et al., 2005). A similar unsteady flow mechanism has been described by (Gilhome et al., 2001) for a notchback automotive geometry.

This work, part of a collaboration between Monash University and Bombardier Transportation, aids in the identification, description and quantification of the flow mechanisms responsible for the slipstream characteristics that affect the safety and operation of modern HSTs. Ultimately, it is hoped that the insight provided by this work will aid in the design of future generations of HSTs.

2. Methodology

2.1. Experimental model

A 1/10th-scale simplified version of a Deutsche Bahn Inter-City-Express 3 (ICE3) high-speed train is the model investigated in the presented work. The external shape, and thus external aerodynamics, are the same as the Siemens Velaro HST. This HST is in operation throughout Germany, Netherlands, Belgium, Austria, Switzerland, Denmark, France, Spain, Turkey, Russia, and China. The HST Computer-Aided Design (CAD) model geometry is freely available from the TC 236 Secretariat held by the DIN Standards Railway Committee (FSF)(DIN Standards Committee Railway, 2014). The availability of the ICE3 geometry, its wide use throughout the world, and its modern aerodynamic shape that is similar to other current HSTs in operation makes it an ideal geometry for studying the flow structures proposed to be typical of modern HSTs.

The ICE3 model measured $5.0 \times 0.3 \times 0.4 \text{ m}^3 (L \times W \times H)$, with a cross sectional area of $\approx 0.12 \text{ m}^2$. The model had four sets of bogies, no pantographs, no inter-carriage gaps and no heating, ventilation and air conditioning (HVAC), as the essential geometry—the gross external shape—is the focus of this investigation. The model was supported by 6 pairs of 0.05 H (20 mm) diameter cylindrical supports in line with the wheels in the bogies.
2.2. Experimental setup

The setup models a train travelling on a straight track over flat ground with no crosswind. This approach aims to isolate the wake and resulting slipstream characteristics generated by the train’s essential generic geometry in an ideal environment.

The experiment was performed in the Monash University 1.4 MW wind tunnel (Fig. 1). The wind tunnel is a closed circuit design, with fixed-pitch axial fans, driven by a 1.4 MW quad-motor system capable of wind speeds between 5 and 65 m/s.

The experimental setup in the wind tunnel and the coordinate system adopted are presented in Fig. 2. Streamwise position, \( x \), is normalized by the model height \( (H) \), with \( x = 0 \) corresponding to the position of the tail, as is the practice in general ground-vehicle aerodynamics (Bearman et al., 1988; Krajnović and Davidson, 2005). In addition, literature has indicated that the near-wake is dominated by the tail geometry (Morel, 1980; Muld et al., 2012). Cross-stream position, \( y \), is normalized by the model width \( (W) \), with \( y = -1/2 \) corresponding to the left vertical edge and \( y = 1/2 \) to the right edge. Vertical position, \( z \), is normalized by model height, with \( z = 0 \) corresponding to the top of the rails (TOR).

The 3/4 open test section measuring \( 12 \times 4 \times 2.5 \text{ m}^3 \) \((L \times W \times H)\) was fitted with a 0.5 m (1.2 \( H \)) high splitter plane to reduce ground boundary layer effects, resulting in a cross-sectional area above the splitter plane of 8.0 \( \text{m}^2 \).

A 1/10th-scale Single Track Ballast and Rail (STBR) ground configuration (see Fig. 2b) was included in the setup, with height of 100 mm (0.24 \( H \)) and upper and lower widths of 300 mm (1 \( W \)) and 555 mm (1.85 \( W \)) respectively, adhering to the EN (CEN European Standard, 2009). The leading edge of the STBR had an front angle equivalent to the side angle (37°) swept 180 degrees. Velocity measurements established no separation occurred over the leading edge of the STBR.

The maximum blockage ratio was \( \approx 2 \% \) above the splitter plate, including blockage due to the traverse and STBR. Thus, blockage effects are expected to be minimal, and no blockage corrections were applied. The approximate turbulence intensity \( (I_{uvw}) \) above the wind tunnel boundary layer was 1.6 \%.

![Fig. 1.](image1) (a) The Monash University 1.4 MW closed-return wind tunnel. (b) 1:10th-scale ICE3 model in the 3/4 open-jet test section. A 600 mm high splitter plate (shown) was utilised to reduce the ground boundary layer.

![Fig. 2.](image2) The 1:10th-scale ICE3 model in the 3/4 open-jet test section of the Monash University 1.4MW wind tunnel. A 600 mm high splitter plate was utilised to reduce the ground boundary layer.
The reduced length-to-height ratio of \( L/H = 12.5 \), whereas full-scale HSTs operate at \( L/H = 25 - 50 \), is necessary to allow as large a scale model as possible in the test section, in order to achieve high Reynolds numbers. This is also a limitation of moving-model experiments for similar practical reasons. The high \( L/H \) of HSTs also presents a challenge numerically, as although technically they are not limited by physical space considerations, excessive computational resource requirements become an issue, with increased \( L/H \) coming at the cost of reduced Reynolds number and grid refinement. Although acknowledged in the literature (Weise et al., 2006), only recently has \( L/H \) been investigated by Muld et al. (2013); however, the effect of \( L/H \) has yet to be explicitly quantified.

Sensitivity of the results to Reynolds number over the range \( \text{Re}_{\infty} = 0.5 \times 10^6 - 1 \times 10^6 \), using width as the characteristic length, corresponding to freestream velocities of 25–48 m/s, is discussed in the results section, however this is still significantly smaller than the typical full-scale Reynolds number of \( 17 \times 10^6 \) (corresponding to a full-scale train travelling at 300 km/h).

The authors acknowledge that the stationary floor is an experimental limitation. It results in a boundary layer that develops along the ground, which doesn’t occur in full-scale HST operation. This is a common experimental limitation for wind tunnel experiments and can only be mitigated with difficult and costly solutions, such as boundary layer suction or a moving floor (rolling road). Kwon et al. (2001) highlight the difficulties of applying such solutions to HST experiments. The trains’ long bodies means great care must be taken to apply the suction at multiple slot locations, noting that their position could influence drag measurements. Also, including a track and ballast shoulder ground configuration inhibits such a boundary layer treatment.

Another alternative to the wind-tunnel is to use a moving-model. Such experiments have been performed to measure the velocity or pressure beyond the path of the train (Baker, 2010; Bell et al., 2015; Gilbert et al., 2013). The moving-model ensures the correct relative motion between the ground and the model, thus no ground boundary layer develops. However, flow mapping in the near wake of the vehicle becomes difficult and has only recently been shown possible using high speed Particle Image Velocimetry (PIV) by Heine et al. (2013).

The flow structures of most interest to the current research, the pair of streamwise vortices in the near-wake, has been found to be largely insensitive to a stationary floor in experiments by Strachan et al. (2007) and in a numerical investigation by (Krajnović and Davidson, 2005). As the model is also situated above a scaled ballast and rail, the distance between the model and the developing ground boundary layer is increased. It has been proposed that this potentially reduces the effect of the stationary floor (Schober et al., 2010) at least for the reduced-length model adopted here. Thus the results presented are proposed to represent the flow around a full-scale HST. However, possible influences of the stationary floor on the results is discussed in individual sections.

The measured displacement thickness of the boundary layer was \( \delta'/H = 0.006 \) and 0.035 at the model’s nose and tail positions, respectively, in an empty tunnel above the splitter plate.

The boundary layer over a HST has been shown to be highly three dimensional (Baker, 2010), with the side boundary layer being sensitive to distance above the ground. Thus the side and roof boundary layers were measured and analysed as 2D boundary layers for simplicity as previous researchers have done (Baker, 2010; Muld et al., 2013). The displacement thicknesses of the boundary layer at \( x = -2.5 \) at the side, and \( z = 0.5 \) on the roof, both at \( y = 0 \), were \( \delta'/H = 3.12 \times 10^{-2} \) and \( 2.82 \times 10^{-3} \), respectively. These correspond to momentum thicknesses of \( \theta'/H = 2.50 \times 10^{-2} \) and \( 2.70 \times 10^{-3} \) for the sides and roof, respectively.

2.3. 4-Hole cobra probe measurements

Measurements were taken with a 4-hole dynamic-pressure probe (cobra probe). Specifications indicate that the cobra probe is capable of determining velocities with the accuracy of \( \pm 1 \) m/s within a \( \pm 45^\circ \) cone angle; however, it is not capable of measuring reversed flow (Hooper and Musgrove, 1997). Despite this, an indication of the percentage of flow that is outside its calibrated cone of acceptance is provided by the probes accompanying software, and in all cases reported > 95% of measurements were within the cone of acceptance.

Measurements were taken in spanwise \((yz)\) planes at \( x = 0.5, 1, 2, 3, 5, 6 \), on a square grid of \( \Delta y, \Delta z \approx 0.05 \). Measurements were performed in both the positive and negative \( y \) domain to confirm centerplane reflection symmetry of the flow, with only a half plane presented. Two cobra probes mounted with 0.25 (100 mm) spacing were positioned using an automated traverse. These measurements had a sample time of 15 s. The cobra probes were also fixed at individual points, in which case 60 s samples were obtained.

The velocities measured by the cobra probe in the wind tunnel have a train-fixed (TF) frame-of-reference. The component of the velocity in the \( x \) direction \((u)\) was converted to the ground-fixed (GF) frame-of-reference, the perspective of a stationary observer who experiences slipstream, and normalized against the freestream velocity:

\[
u_{\text{GF}} = 1 - \frac{u_{\text{TF}}}{u_{\infty}}
\]

The reference velocity, \( u_{\infty} \), was calculated from an upstream reference pitot-static tube, corrected to the model’s position through a dynamic-pressure correction factor.

The cobra probe, consisting of the set of tubes and four differential pressure transducers, is specified by the manufacturer (TFI) to have a frequency response above 2000 Hz.
2.4. Tail surface pressure

The tail of the model was fitted with 120 surface pressure taps over one half and a single pressure tap on the other. The taps were connected by PVC tubing to differential pressure transducers of a 128-channel Dynamic Pressure Measurement System (DPMS). A higher concentration of the taps was located at the end of the tail, based on expected flow topology (Fig. 8(a)).

In such systems, phase and amplitude of the pressure measured by the transducer is distorted from the true pressure at the desired measurement point due to resonant characteristics of the tube (Iberall, 1950). The amplitude and phase response for each measurement was corrected using the inverse transfer function (ITF) method (Irwin et al., 1979) with the frequency response of the pressure measurement system being determined theoretically (Bergh and Tijdeman, 1965). This method of correction is common for dynamic pressure measurements obtained in applied aerodynamics research, see for example (Vino et al., 2005; Gilhome et al., 2001). Irwin et al. (1979) has shown through experiments that the ITF method reduces the average magnitude of error between true and measured pressure from 9.6% and 27.4% to 1.6% and 4.1% for tubing systems of 0.6 m and 3 m in length, respectively—covering the range of tube lengths utilized in this study.

The frequency of the primary peak in the amplitude response, and the frequency where the amplitude response is below 0.4, are two important characteristic frequencies of the uncorrected frequency response. The primary peak in amplitude occurred at $S_{tw}=0.36$ (42 Hz) and the amplitude response fell below 0.4 at $S_{tw}=6.9$ (810 Hz). The dominant frequencies were expected to lie within the range $S_{tw}=0.1–0.25$ from existing literature (Pii et al., 2014; Muld et al., 2012; Schulte-Werning et al., 2003), corresponding to frequencies in the range of 10–50 Hz, thus the frequency response of the surface-pressure measurement system is suitable for the range of frequencies of interest.

The sampling frequency was limited to $f_s = 1000$ Hz to prevent overloading the data acquisition system, due to high bandwidth generated from multiple simultaneous channels. This sampling rate in the 1/10th-scale experiments with freestream velocities of 25–45 m/s corresponds to 333–185 Hz for a full-scale, operational HST travelling at 300 km/h. Sampling times of 60 s were used.

The actual pressures measured by equipment, $P_i$, were converted to pressure coefficients using total, $P_t$, and static, $P_s$, pressure, from an upstream reference pitot-static tube:

\[ C_P = \frac{P_t - P_s}{P_t - P_i} \]

(2)

3. Results

3.1. Time-averaged wake structure: mean cobra-probe measurements

The time-averaged flow characterisation indicates an association of high slipstream velocity to a pair of streamwise counter-rotating vortices.

Regions of high streamwise induced velocity, $u$ and high $\sqrt{u^2 + v^2 + w^2 + \sigma_{uvw}}$, a statistical measure of the largest velocities a stationary observer would likely experience, are shown in Fig. 3(a) and (Fig. 3(b) respectively. Here, the standard deviation, $\sigma_{uvw}$ is the square root of the sum of the variances of the velocity components. These regions are shown to spread downwards and outwards as they move downstream. These regions are caused by the time-averaged vortex that also moves downwards and outwards as it moves downstream. The vortex is identified by the spanwise and transverse velocity components $(v, w)$, and the vorticity in the $yz$ plane $(\omega_y)$, as well as the vortex identifiers: $I_1$ and $I_2$ (Graftieaux et al., 2001; Jeong and Hussain, 1995). The vortex boundary is defined as $I_3 = 2/\pi$, and its core by the maximum of $I_1$.

This lateral movement of these counter-rotating longitudinal vortices is consistent with inviscid flow theory, where no flow through the ground can be represented by mirror images of each of the vortices. The self induction of the vortex pair and interaction with the image pair causes the pair to move initially towards the ground and then away from each other. As the pair approach the ground, some level of flattening of the cores occurs (Westphal and Mehta, 1989; Pauley and Eaton, 1988; Lödberg et al., 2009) as is the case in the results presented. It is the no-slip condition in the spanwise direction that causes this lateral movement, while the no-slip condition in the streamwise direction, from the artificially imposed stationary floor, is not expected to influence this lateral motion significantly.

Although the boundary layer clearly does not dominate these measurements, the presence of the stationary floor presents a different flow condition and the wake structure is expected to show some differences to a moving floor or moving-model setup. Stationary floor results are expected to show a flatter overall wake structure. This has been seen in longitudinal vortices embedded in or moving towards a boundary layer (Westphal and Mehta, 1989; Pauley and Eaton, 1988; Lödberg et al., 2009). The distortion of the ground boundary layer by a vortex leads to rapid diffusion of streamwise vorticity, resulting in a larger vortex core (Pauley and Eaton, 1988), also leading to an increase in the flattening of the vortex core (Westphal and Mehta, 1989; Lödberg et al., 2009).

A number of researchers have found that a pair of counter-rotating longitudinal vortices analogous to those in the HST wake, which develop over the C-pillar of generic automotive vehicles, are largely insensitive to the stationary floor in the near wake. Large Eddy Simulations (LES) of (Krajnović and Davidson, 2005) at a Reynolds number of $2 \times 10^5$ indicated the
stationary floor influenced the base pressure. Despite this, velocity profiles close to the ground and at a number of streamwise locations displayed only minor differences between a moving and stationary floor, leading the authors to conclude the longitudinal vortices were relatively insensitive to ground effect. The scaled experiments by Bearman et al. (1988) presented velocity profiles from pulsed-wire anemometry together with drag and lift measurements that indicate the effect of a moving floor was negligible for a Davis generic automotive model with zero upsweep angle. Similarly, Strachan et al. (2007) noted the C-pillar vortices of an Ahmed body were insensitive to the motion of the floor in their scaled

Fig. 3. (a) $u$, (b) $\sqrt{u^2 + v^2 + w^2 + 2\sigma_{uvw}}$, (c) $v, w$ vectors, (d) Streamwise vorticity colormap of $\omega_x$, Contour lines of $r_2 = 2/\kappa$, with + indicating the position of max $|r_1|$.
experiments at a Reynolds number of $1.7 \times 10^6$ with a rolling road, based on velocity profiles obtained from Laser Doppler Anemometry (LDA).

The link of the high slipstream velocities in the wake to the streamwise vortices have previously been demonstrated by the authors in Bell et al. (2014). Importantly, the wake structure identified by the numerical investigations (Hemida et al., 2014; Muld et al., 2012; Yao et al., 2013) which modelled a moving-floor, and in particular the moving-model experiments by Heine et al. (2013) is qualitatively similar to that presented here. Further, the good agreement of streamwise velocity profiles in the wake between full-scale measurements and scaled moving-model (Bell et al., 2015; Baker et al., 2001) and numerical (Hemida et al., 2014; Muld et al., 2012) results with reduced Reynolds numbers indicate Reynolds number does not result in a significant change in the wake structure. Thus, the flow topology identified is proposed to be representative of full-scale flow around a HST.

3.2. Unsteady wake structure

3.2.1. Flow turbulence, wake structure and periodicity

Data obtained from the cobra probe measurements are analysed in this section to quantify the unsteadiness in the wake. As is revealed through the spectral analysis discussed later, the turbulence levels discussed in this section consist of coherent periodic oscillations of the mean wake together with true turbulent fluctuations.

The turbulent intensity in all three components of velocity measured in the $yz$ planes by the cobra probes are presented in Fig. 4. These measurements show that the turbulence in the wake is not isotropic. The streamwise turbulence intensity ($I_{uu}$) is clearly associated with the time-averaged streamwise vortex identified in Fig. 3.

The spanwise turbulence intensity ($I_{vv}$) also shows an association with the streamwise vortex, with levels of $I_{vv}$ $\approx 8\%$ matching the movement of the structure. However, as is most evident at $x=1$ and $3$, high levels of spanwise turbulence also exist in a spanwise band centered at $y=0$ at a height of $z=0.2$. At these $x$ positions, the streamwise vortex has moved outwards beyond the centreline. A possible explanation for this is von Kármán-type vortex shedding occurring in the $xy$ plane; this is explored below.

Close to the rear of the train, the vertical turbulence intensity, $I_{ww}$, appears to be associated with a third unsteady feature, one much closer to the centreplane, with much lower direct association with the streamwise vortex. A potential flow mechanism for this is vertical shedding in the $xz$ plane, as identified behind automotive vehicles in previous studies (Vino et al., 2005; Gilhome et al., 2001; Wang et al., 2013; Minguez et al., 2008).

The same domains and contour ranges are used for all plots in Fig. 4, this highlights that the streamwise fluctuations are largest and they remain high in the streamwise vortex core further into the wake ($\max \approx 11\%$ at $x=6H$). In comparison, the spanwise turbulence is similar but at a lower intensity ($\max \approx 8\%$), while the vertical intensity is much lower ($\max \approx 5\%$).

Spectral analysis was performed on all pointwise cobra probe measurements, both those from traversing $yz$ planes, and from those individually mounted. The specific positions are presented in Fig. 6. The corresponding results are shown in Fig. 7. A Fast Fourier Transform (FFT) routine was utilized to convert the time sequences to the frequency domain.

![Image](image-url)

Fig. 4. Turbulence intensities of the three velocity components: $\sigma_u/U_\infty, \sigma_v/U_\infty, \sigma_w/U_\infty$, in the $yz$ plane at $x=1, 3, 6$, from cobra probe measurements.
The Hamming window methodology was applied using 16 windows with 50% overlap. The average of the multiple windows was then taken, in an attempt to reduce spectral leakage.

A dominant frequency was identified in the Power Spectral Density (PSD) to occur at $St_w=0.2$ in the regions of high turbulence intensity for all three velocity components measured by both measurement setups (Fig. 7). This Strouhal number was consistent across Reynolds numbers tested ($Re_W = 0.5 \times 10^6 - 1 \times 10^6$). This Strouhal number is consistent with von Kármán-type vortex shedding occurring behind fundamental bluff bodies such as cylinders. However, areas of peak power spectral density varied between the three velocity components, in the same manner as found for the turbulence intensity plots in Fig. 4.

Measurements made by the cobra probes traversed through the $yz$ planes that exhibited this $St_w=0.2$ dominant frequency are represented spatially for each velocity component in Fig. 5. This is done by presenting the average PSD over the range of $St_w=0.19–0.21$, $PSD_{0.19–0.21}$, as a filled contour.

The high $PSD_{0.19–0.21}$ of the $u$ component is clearly directly associated with the streamwise vortex core. The $v$ component has medium levels of $PSD_{0.19–0.21}$ in the vortex core, yet higher $PSD_{0.19–0.21}$ in a spanwise band centred at $y=0$ at a height of $z=0$. This is also visible in Fig. 4, however it is clearer in these results. These results support the argument that at least some degree of spanwise vortex shedding is occurring, contributing to the dominant frequency of $St_w=0.2$. As the streamwise velocity component in the vortex core also exhibits periodic fluctuations at the same frequency, it is proposed that the oscillation of the trailing vortex pair is controlled by or locked to the near-wake spanwise oscillation.
The $PSD_{0.19-0.21}$ for the $w$ component is also similar to the corresponding turbulence results in Fig. 4, with high $PSD_{0.19-0.21}$ starting in the centre of the model and slowly moving outwards, yet still remaining inward of the streamwise vortex.

The proposal of spanwise oscillation (vortex shedding) controlling the oscillation of trailing streamwise vortices as they advect downstream from their source has not been established previously in the literature to the knowledge of the authors. It is possible that the small aspect ratio of the HST contributes to this, being $AR = W/H \approx 0.75$ compared with a standard Ahmed body ($W/H = 1.75$). The significance for HST geometry is that the sides are closer together than the roof and base, whereas for a ground vehicle the opposite is true. Notably (significant) spanwise shedding has not been identified in automotive wakes, while vertical shedding has (Vino et al., 2005; Gilhome et al., 2001; Wang et al., 2013; Minguez et al., 2008). Additionally, a HST generally has smaller ground clearance, reducing the similarity in flow over and under the body. Further, a HST typically has a more three-dimensional nose/tail—due to greater side taper—whereas automotive vehicles more commonly have smaller side taper, and therefore a more pronounced two-dimensional rear shape, as represented in the idealised case of the Ahmed body. This streamlining means that modern HSTs in general exhibit a far smaller separation region at the tail. A consequence of this, is that although the turbulence and frequency results suggest some degree of shedding in the vertical plane from the roof and underbody, this is expected to be significantly weaker than for automobile geometries.

These results have experimentally confirmed the periodicity of the streamwise vortices, as predicted by numerical researchers, at a higher level of detail than the authors have done previously in Bell et al. (2014) where only point-wise frequency analysis was presented. The Reynolds number of these experiments ($Re_W = 5 \times 10^6 - 1 \times 10^7$) are larger than the moving-model ($Re_W = 3.3 \times 10^5$ (Bell et al., 2015; Heine et al., 2013)) and numerical research ($Re_W = 6 \times 10^4$ (Muld et al., 2012)) previously undertaken. Also, for the first time, the causes of the periodicity in the streamwise vortices have been proposed; vortex shedding off the sides and weaker shedding off the roof, based directly on analysis of the unsteady results presented.

The PSD and cross-correlation of two simultaneous cobra probe measurements located upstream, either side of the body, and separately, in the near wake either side of the $xz$ symmetry plane are also presented in Fig. 7(d,e,f). Both positions exhibit a broad peak in PSD around the frequency of $St_W=0.2$, although this is clearer for the $v$ and $w$ components. However, at the sides upstream of the tail a sharp peak is also evident at $St_W=0.06$ in the $u$ component.

The cross-correlation of the velocities measured by the two sets of probes symmetrically placed on opposite sides of the wake show a relatively high level ($\rho_{xy}=0.30$) of correlation for $u$, but $180^\circ$ out-of-phase at both positions. A lower level ($\rho_{xy}=0.15$) of correlation, $180^\circ$ out-of-phase is also visible for the $v$ and $w$ components for the upstream and downstream positions, respectively. In contrast, a similar level ($\rho_{xy}=0.1$) of in-phase correlation, is visible for the $w$ and $v$ velocity components for the upstream and downstream positions, respectively. An explanation for the switching of the phase of secondary components from upstream to downstream is through the changing flow topology around the HST tail, the 3D
geometry alters the predominantly-streamwise incoming flow into a combination of streamwise, spanwise and transverse flow, most notably as the streamwise vortices.

The out-of-phase $u$-component cross-correlation from dual cobra probes in the near wake together with the in-phase $v$ cross-correlation further supports the conjecture of spanwise vortex shedding contributing to the near-wake structure. This is consistent with the effect that alternatively shed vortices would have on the $u$ and $v$ components.

These frequency spectra from the upstream points situated at the sides of the train close to ground level indicate that the periodicity observed in the wake can also be observed a considerable distance upstream. Whether the upstream periodicity along the side surfaces of the train is being amplified to cause large wake fluctuations downstream, as suggested by Pii et al. (2014), or it is just a weak upstream response to downstream periodicity, cannot be determined from these results. It is well established that von Kármán-type vortex shedding occurs behind (predominately two-dimensional) bluff bodies without upstream interference triggering the phenomenon (Provansal et al., 1987), which is caused by an absolute instability of the wake recirculation region. However, periodic fluctuations upstream, as a causal mechanism for the downstream fluctuations, would infer communication between the sides of the vehicle. This is proposed by Pii et al. (2014) through vortex shedding occurring around the bogies in the underbody. However, such communication is expected to be difficult due to the low flow rates underbody, particularly in this experiment with a stationary floor.

Periodicity in the wake of a HST has been observed irrespective of whether the ground was stationary or moving (Muld et al., 2013, 2012; Schulte-Werning et al., 2003; Pii et al., 2014; Bell et al., 2014). The Large Eddy Simulations of (Krajnović and Davidson, 2005) predicted a stationary floor reduced the clarity of dominant frequencies found in the transient flow compared to that seen for a moving floor. However, a clear dominant frequency was observed in both the flow mapping and surface pressure in the experimental results presented here. A significant difference exists between the dominant frequency found in these results, $St_{W} = 0.2$, and that of the other researchers: $St_{HD} = 0.085$ by Muld et al. (2012), $St_{HD} = 0.14$ by Schulte-Werning et al. (2003), $St_{W} = 0.18$ by Pii et al., 2014 and $St_{W} = 0.18$ by Bell et al. (2014). Muld et al. (2013) predicted that the length of the train modelled influenced the dominant frequency, where trains of $L/H = 12.5, 19.25$ exhibited dominant frequencies of $St_{HD} = 0.13, 0.095$ and 0.085, respectively. An explanation for this influence, as well as the variation in dominant frequencies found by other researchers, could be in the difference in boundary layer development and corresponding displacement thickness. Similarly, a difference in the Reynolds number is also expected to affect the boundary layer development over the train. The different length or Reynolds number would result in a different 'effective' characteristic length (width, hydraulic diameter, frontal area). Basing the Strouhal number on this variable length scale (e.g., the physical width plus boundary layer widths (Roshko, 1955)) rather than the actual train width may allow a collapse of the results from the different research groups. Unfortunately the boundary layer thickness data required to test this hypothesis is not available.

### 3.3. Tail surface pressure

The time-average and standard deviation of the tail surface pressure data are presented in Fig. 8(a) and (b) respectively. A band of low pressure is visible over the roof and around the sides of the vehicle. This is attributed to the acceleration of the flow around the curved surfaces of the roof and sides. Over the wind-screen there is a region of higher pressure where the flow remains attached to the surface. This adverse pressure gradient along the surface leads to bulk flow separation at the tip of the tail. Minor flow separation and subsequent reattachment occurs at the wiper housing geometry, tapered halfway down the windscreen. A small region of high pressure is visible in front of this feature.

The presence of the streamwise vortex is not identifiable in the time-averaged pressure distribution in Fig. 8(a), however the peak in standard deviation on the corner near the tail tip is likely related to these unsteady structures (Fig. 8(b)).

Spectral analysis of a number of key points on the surface Fig. 8(d), selected based on standard deviation levels in 8(b), are presented in Fig. 8(e). These key points are near tip of the tail, in the region of high standard deviation at the tail corner, in the separate region of high standard deviation along the tail side, and the roof and side upstream of the tail. The dominant frequency of $St_{W} = 0.2$ is clear on the side of the tail, and present at the corner edge Fig. 8(e), however, it exists in a broader peak than found with the wake measurements (Fig. 7). The tail tip, where flow is expected to have separated, and pressure at both the roof and side upstream of the tail show no dominant frequencies. The average PSD magnitude over the range $0.19 < St_{W} < 0.21$ is presented in Fig. 8(c). This region of high PSD with a dominant frequency $St_{W} = 0.2$ accounts for the regions of high standard deviation. Once again, these results provide signs of the periodic features occurring on the tail surface at the same frequency as in the wake.

The cross-correlation of two taps located at the same position, either side of the vehicle, is presented in Fig. 8(f). The pressure either side of the vehicle is 180° out-of-phase, however, the level of correlation of 0.15 is relatively low. The non-dimensional time period, $Tv/L = 5$, corresponds to a periodicity of $St_{W} = 0.2$.

The surface pressure distribution over the tail compares well to surface flow visualisations presented in Fig. 9. The attached flow over the roof and windscreen, as well as around the majority of the side surfaces is evident. Separation at the tail tip is also evident, however the surface visualisations show regions of separation up the two corners of the tail. Smoke visualisation and wool tufts—not presented here—identified these regions as the roll-up location of the streamwise vortex pair. Thus, these regions of separation are attributed to the pair of streamwise vortices.
3.3.1. Surface-flow visualisations

Surface flow-visualisation on the ballast near the tails tip identify the signs of an arch vortex approaching the ground (Fig. 9). This is the same mean-flow structure found behind surface-mounted cubes (Castro and Robins, 1997) with...
similarities to separation regions behind automotive vehicles (Vino et al., 2005; Wang et al., 2013; Gilhome et al., 2001; Minguez et al., 2008). This type of structure has previously been identified in the unsteady wake of a notch-back automotive vehicle by Gilhome et al. (2001).

The reduced flow under the train caused by the HST geometry is expected to be further reduced by the stationary floor. This flow is consistent with the arch vortex approaching the ground, rather than forming a toroidal vortex, which would be expected in a more symmetrical geometry and a moving floor. The difference in flow topology, and corresponding surface pressure, between a stationary and moving floor would be expected to be most significant on the underbody. Automotive vehicles with rear diffusers have been found to be most susceptible to the influence of floor motion (Bearman et al., 1988). However, the ICE3 HST model does not have a diffuser-type geometry, due to the presence of an underbody spoiler and is therefore expected to be less sensitive to the ground effect. This has been seen in scaled wind tunnel experiments of a generic automotive vehicle by Heft et al. (2012), who identified the surface pressure over the roof and around the sides of the vehicle to be largely insensitive to the presence of a moving or stationary ground.

3.3.2. Time-averaged topology

The time-average wake flow topology determined from the wake cobra-probe measurements, and its origins on the tail surface, from surface pressure and flow visualisations, is presented in Fig. 10(a).

The vorticity that is present in the wake of the HST is generated through the tangential pressure gradients on its surface (Morton, 1984, 1987). The advection of vorticity from the surface into the wake can be described by vortex filaments, derived from Helmholtz’s vortex theorems where vorticity is constant along the length of a filament and a filament must extend to a boundary or form a closed loop. The accelerating and decelerating regions of tail surface pressure and separation regions identified in the surface flow visualisations inform the motion of vortex filaments, illustrated in Fig. 10(b). The vorticity that develops over the surface of the vehicle gradually turns from being in the vertical plane, \( \omega_z \), over the roof and the spanwise plane, \( \omega_y \), at the sides, due to the decelerating region over the tail tip approaching separation, into the streamwise plane, \( \omega_x \), in two opposing directions. Once advected off the surface of the HST, this tilted vorticity feeds the streamwise vortex pair.

However, not all vorticity is turned into the streamwise direction. Vorticity in the spanwise plane, \( \omega_y \), is advected off the sides of the vehicle, below where the streamwise vortices roll up. This is also visible in Fig. 9 where attached flow can be seen to pass underneath the separation lines. Additionally, some vorticity in the vertical plane, \( \omega_z \), is also advected from the tail tip and underbody.

3.3.3. Transient flow topology

The transient surface pressure is presented in Fig. 11(a) as fluctuating pressure over 5 instantaneous time-steps in series, from data with a single-pole 0.08 < \( St_W \) < 0.45 bandpass-filter applied. Alternating regions of high and low fluctuations around the average pressure translate along the tail side to the tip.

The data from the surface pressure measurements was phase-averaged using a single cobra probe, located at \( x = 0.5(H), y = 0.55(W/2), z = 0.25(H) \), positioned in the core of one of the time-averaged streamwise vortices, and used as a control signal. Again, a single-pole 0.19 < \( St_W \) < 0.21 bandpass Butterworth filter, based on the observed dominant frequency of \( St_W = 0.2 \), was applied to the control signal, as well as the corresponding surface pressure data. These results (see Fig. 11(b)) represent the instantaneous time-steps well, again exhibiting alternating regions of high and low deviations in pressure, presented as the difference between phase-averaged pressure and time-average pressure:

\[
\Delta C_P = C_{P,A} - P - C_P. \tag{3}
\]

These alternating regions of pressure translate along the tail side to the tip. This implies that the pressure fluctuations on the tail surface are associated with the pressure fluctuations in the near wake of the HST. As discussed above in Section 3.2.

Fig. 10. (a) Time-averaged wake topology, b) Predicted advecting vortex filaments over the tail of the ICE HST.
regarding the dual cobra probes upstream, this phenomenon is proposed to be due to pressure fluctuations feeding forward upstream along the train surface.

3.3.4. Proper orthogonal decomposition

The transient pressure data was further analysed using Proper Orthogonal Decomposition (POD) (Lumley et al., 1967) in the manner of Sirovich’s snapshot method (Sirovich, 1987). POD has been used extensively in fluid dynamics research by Graftieaux et al. (2001); Perrin et al. (2007); Muld et al. (2012), and more recently in the wake of HST’s (Muld et al., 2012).

The three dominant modes are observed in Fig. 12(a, b, c). The first fluctuating mode, Mode 1, accounts for 35% (Fig. 12d) of the total fluctuating pressure. Mode 1 represents a region of increase/decrease of pressure at the tail corner, the same region of high standard deviation and PSD at $St_w=0.2$ (Fig. 8). Mode 2 has a lower contribution of 11% and identifies two alternating regions of increase/decrease in surface pressure, one just inside of the tail corner, the other at the tail side. These two modes are proposed to be associated to the origins of the spanwise vortex shedding. Mode 3 has similar level of
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contribution to pressure fluctuations as mode 2 at 9%, however, it represents a fluctuation of pressure at the tail tip. As Mode 3 is located centrally, is proposed to be associated the expected vertical shedding occurring off the tail tip.

Spectral analysis of reconstructed transient pressure using each of the 3 modes was performed on an individual point on the tail side ($y = -0.61(H), y = 0.81(W/2), z = 0.18(H)$, in Fig. 8(d). This point was within the regions of fluctuating pressure in each of the 3 modes, and was representative of other points within these areas. The dominant frequency of $St_W = 0.2$ in the PSD of each mode (Fig. 12(e) is clearly visible in modes 1 and 2. For mode 3, the $St_W = 0.2$ peak exists, but together with a broader peak at $St_W = 0.27$.

Cross-correlation of the modes to each other was also calculated (Fig. 12(f). These results show there is a very strong correlation between modes 1 and 3 ($\rho = -0.6$), and to a lesser extent 1 and 2 ($\rho = -0.4$). As the non-dimensional time period of $tV/L = 5$ corresponds to the frequency of $St_W = 0.2$, modes 1 and 3 are out-of-phase by $\approx 80^\circ$ and modes 1 and 2 by $\approx 100^\circ$. As the first 3 modes represent 55% of the total fluctuating pressure on the tail surface, they share the dominant frequency in transient surface pressure and wake measurements, and the modes show high correlation with each other, this combination of modes well represent the dominant fluctuations of pressure over the surface and corresponding dynamics of the wake.

The unsteady experimental analysis has, for the first time to the authors' knowledge, identified signs of periodicity in the surface pressure on the tail of a HST. The frequency analysis and cross-correlation of individual points, representative transient time-steps and POD analysis has identified coherent fluctuations in surface pressure that further strengthened the proposal that these arise from the vortex shedding off the vehicles side and off the tail tip.

4. Conclusions

Insight into the time-averaged and unsteady wake topology of a high-speed train has been presented.

Two dominant time-averaged features of a HST wake have been identified by 4-hole dynamic pressure probe measurements in the wake together with surface flow visualisations: a pair of counter-rotating streamwise vortices trailing the HST; and an arch vortex approaching the ballast.

In terms of the time-dependent analysis, unsteady features occurring at a dominant frequency of $St_W = 0.2$ have been shown or inferred from time-resolved wake velocity measurements showing agreement with existing analogous literature. Analysis of the unsteadiness of the three components of velocity in the wake has shown that the streamwise vortex pair exhibits high levels of fluctuation. Further, this analysis has identified the regions of high fluctuation at $St_W = 0.2$ occur in different positions in the wake for the different velocity components: in the streamwise vortex cores for $u$, in a spanwise band for $v$, and a central region around the tail tip for $w$.

As discussed in the paper, and through analogies with wakes of two-dimensional bluff bodies and automotive geometries, the unsteadiness and positioning of fluctuating $v$ and $w$ velocity components are consistent with an interpretation of weak spanwise (von Kármán-type) vortex shedding occurring from the sides together with lower-level vertical shedding.

![Fig. 12. Proper Orthogonal Decomposition of tail surface pressure. (a,b,c) Fluctuating POD modes 1–3 of tail surface pressure. (d) Contribution to fluctuating tail surface pressure of POD modes. (e) Power spectral density and (f) cross-correlation of modes 1–3.]
occurring off the tail tip. These near-wake unsteady features are tightly coupled with oscillations of the streamwise vortex pair. This common periodicity is clearly evident downstream in $u$ velocity component fluctuations in the trailing vortex cores. Indeed, as the same dominant frequency of $St_u=0.2$ was observed in different part of the wake dominated by the different fluctuating velocity components, it is expected that the spanwise shedding, vertical shedding and periodicity of the pair of streamwise vortices constitute different components of the same dynamic flow system. However, even though these three features exist and interact coherently, in terms of physical insight it makes some sense to reconstruct a picture of the wake as consisting of these separate identifiable features, as has been pursued in this paper.

Further evidence of spanwise shedding contributing to the wake structure was observed through alternating spanwise fluctuations in the velocity along the sides but well upstream of the tail, together with measured surface pressures either side of the tail. Both exhibited $180^\circ$ out-of-phase correlations.

Furthermore, transient and phase-averaged pressure displayed alternating regions of positive and negative fluctuating pressure that convect along the side surface of the tail. It is proposed this is a result of the fluctuations of pressure in the wake being transmitted upstream as vortex shedding occurs. However, the results do not rule out that the fluctuations originate upstream (perhaps from the bogies) and subsequently trigger the observed fluctuations in the wake. The high level of contribution to fluctuating surface pressure ($55\%$ of the first $3$ POD modes, each having the same dominant frequency of $St_u=0.2$, consistent with the transient surface pressures and wake velocity measurements, and having high correlation with each other, further strengthens the case that a periodic, unsteady wake topology, related to the surface pressure, exists behind a HST.

The unsteady results in the wake and over the surface of a HST, and the correlation between these, are new experimental results. They have allowed the salient features of the unsteady HST wake to be described for the first time experimentally. The agreement with the wake structure and dynamics from the numerical literature, and the ability of the proposed flow structures to explain observed phenomena established in full-scale and scaled moving-model experiments suggest that the findings are representative of the time-averaged and unsteady wake structure and resulting slipstream around a full-scale high-speed train.
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