Assessment of various turbulence models (ELES, SAS, URANS and RANS) for predicting the aerodynamics of freight train container wagons
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1. Introduction

Aerodynamic characteristics of intermodal freight trains are highly complex and influenced by a variety of parameters. The extreme length (up to 2 km), and bluffness and irregularity of the containers, have a significant impact on the overall aerodynamic drag. Even though the typical operational speed of a freight train is much lower than that of high-speed passenger trains, at 115 km h⁻¹ 80% of total drag is still due to aerodynamic drag (Li et al., 2017).

Intermodal freight trains are designed to carry shipping containers. In contrast with passenger trains, which mostly have identical carriage geometries, intermodal freight trains often have wagons of various sizes, known as flatcars, well-cars and skeletonised cars. As a result of the varying geometry and loading patterns of each train, the aerodynamic performance of each train can vary significantly. Furthermore, as containers are loaded and unloaded at intermediate hubs the loading configuration of the train changes (Li et al., 2017).

Apart from their loading configuration and varying geometry, the length of intermodal freight train can reach up to ~2 km with a length-to-height ratio of L/H = 250. This ratio is 2.5 times higher than the length-to-height ratio of a high-speed train. Investigation of a bluff body with such an extreme length numerically has always been challenging. It is extremely computationally expensive to simulate an entire train.

Watkins et al. (O’Rourke et al., 1990) conducted wind tunnel testing of 1:10 scale wagons to determine the minimal model configuration for simulating a single wagon located within the middle section of a train. His analysis suggested that 1.5 wagons upstream and 0.5 wagons downstream are required to simulate a wagon, when not affected by the locomotive or the end of the train. Golovanevskiy et al. (2012) conducted a numerical analysis to study the influence of the locomotive and the last wagon on the aerodynamic drag. He found, excluding the three wagons from the front and rear of the train, that all other wagons in a long train experience a similar drag coefficient.

Ahmed et al. (1984), who first proposed using a simplified vehicle to study the main feature or automobile aerodynamics, highlighted the contribution of pressure drag, which accounts from 76% to 85% of the total drag experienced by a vehicle. The pressure drag is the difference between the pressure forces acting on the front and rear surfaces of a body. Ahmed’s findings indicate that for a bluff body, drag reduction can mainly occur through reducing the pressure drag, which is generally caused by flow separation and energy losses from rear facing surfaces. Schito and Braghin (2012) conducted wind tunnel tests and...
numerical simulations to investigate a platoon of six square-back vehicles. They reported the drag progressively reduced up to the fourth body but reached a constant value for the remaining bodies. Mirzaei and Krajnovic (2016) performed LES simulations to study the flow structures for a long homogenous platoon at four inter-vehicle distances using a similar setup to Schito and Braghin (2012). To reduce the computational cost, they simulated only one pitch of domain, where the computational domain starts from the middle of one vehicle to the middle of the next, using periodic streamwise boundary conditions.

Osth and Krajnovic (2014) conducted LES simulations of the aerodynamics of an isolated single-stacked container wagon, and a wagon situated within a train with wagons ahead and behind. Periodic streamwise boundary conditions were employed in the latter case to model the condition of a container at the arbitrary position in the train. The drag coefficient reported for the periodic wagon was 0.09, which is 1/10 th of the value for a single wagon. They showed the existence of two symmetrical counter-rotating vortices in the gaps between two wagons, making the train act almost like one connected body, and consequently causing a significant reduction in drag.

Uystepruyst and Krajnovic (2013) performed LES simulations of the flow around four cuboids aligned in a row, with one forced to undergo in-line oscillation. The models used in the simulations were simple sharp-edged rectangular boxes, representing idealised minivans. This body geometry is similar to the model used in the present study. In-line oscillation was defined as when one of the platoon members was forced to move periodically in a streamwise direction with a specified velocity and displacement amplitude. Time-mean measurements of the drag coefficient of each member of the platoon were undertaken to show the significant effect of tandem configuration on individual drags. The LES study confirmed all bodies experienced a reduction in drag from belonging to a combined configuration. The reported drag reductions for the first, second, third and last models were 15%, 70%, 80% and 60%, respectively.

Soper et al. (2014) conducted scale-model experiments to evaluate the slipstream of a Class 66 container freight train. Various configurations were tested representing different container loading efficiencies. Their findings showed an increase in boundary-layer growth with higher turbulence intensities through lowering container loading efficiencies. Flynn et al. (2014) performed a Delayed Detached-Eddy Simulation (DDES) simulation to study the slipstream behaviour of an operational freight train. These simulations were validated against the experiments of Soper et al. (2014), noting that the numerical model had a good degree of similarity to the physical model used in the experimental work. Slipstream velocities along the side and roof of the train were studied. The maximum induced streamwise velocity was reported near the nose due to stream velocities along the side and roof of the train were studied. The paper is structured as follows. A description of the freight wagon model is presented in Section 2. The meshing, computational domain and boundary conditions for the single wagon and multiple wagons at $G_f = 9.38W$ and $G_s = 3.23W$ are discussed in Section 3. Amongst all 49 $G_f$ and $G_s$ combinations, most experimental data is available for this gap size combination. The numerical method is presented in Section 4. The sensitivity study as well as a comparison between numerical results and experimental data are presented in Section 5. The paper ends with conclusions in Section 6.

2. The freight-train wagon model

The model used in our numerical simulations is a double-stacked container wagon tested in the Monash University 450kW closed-circuit wind tunnel by Li et al. (2017). The wind tunnel has a test section of $16 \times 2 \times 2 \text{ m}^3$ ($L \times W \times H$), giving a wind tunnel blockage of 2.4%. The experimental model is a 1/14.6th scale model of 48 ft double-stacked container wagon, with $L = 1000 \text{ mm}$, $W = 171 \text{ mm}$ and $H = 438 \text{ mm}$ representing a section of a freight train. The ground clearance was $E = 28 \text{ mm}$, corresponding to the radius of a full-scale 32inch wheel. The spaces between upstream and downstream wagons were filled, in line with the experimental model, to reduce extraneous complexity of the train geometry to focus of the local loading configuration. A full description of the experimental setup can be found in Li et al. (2015, 2017).

The coordinate system adopted in this study is shown in Fig. 1. For convenience, the streamwise position, $X$, is normalized by the model length ($L$), with $X = 0$ and 1 corresponding to the positions of the leading and trailing edges of the test wagon, respectively. The cross-stream position, $Z$, is normalized by the model width ($W$), and the vertical position, $Y$, is normalized by model height ($H$), unless otherwise stated.

3. Computational domain and boundary conditions

In the present work, two numerical models were generated: an isolated double-stacked freight wagon in freestream (case 1), and a multiple wagon setup, consisting three wagons upstream and downstream of the test wagon with gap ratio combination $G_f = 9.38W$ and $G_s = 3.23W$ (case 2). As previously mentioned, this selected gap size combination has the most experimental data available of all cases tested in the wind tunnel.
The position of the test wagon to 0.171 m. This provides a truer representation of the dependent turbulence, either through adding in the effect through a domain. It does this by using the RANS model to construct time-dependent in quantities shown in Fig. 1 were normalised by the body width, $W$, equal to 0.171 m.

For case 1, a computational domain of height $A = 15.53\, W$, spanwise width $B = 16\, W$, and length $C = 54\, W$ was selected. The blockage area of the selected cross section was 1.03%, slightly lower than for the wind-tunnel study. The position of the front surface of the test wagon to the inlet was $D = 24.76\, W$, equivalent to the position of test wagon relative to the leading edge of a splitter plate in the wind-tunnel experiment. The simulated boundary layer profile at inlet had a boundary layer thickness of $\delta = 0.46H$ for a 30 ms$^{-1}$ free-stream velocity. This is equivalent to the flow profile measured at the leading edge of the splitter plate using a cobra probe. This flow velocity corresponds to a Reynolds number based on wagon width of $Re_w = 0.3 \times 10^6$, matching the wind-tunnel experiment.

For case 2, a domain with similar cross section to that used for case 1 was used, but with a reduced length of $C = 38.84\, W$, to reduce computational cost. The inlet condition of case 2 was based on the experimental boundary-layer profile measured using a cobra probe at the middle of the top surface of the second wagon for the gap combination $G_f = 0.3 \times 2$ and $G = 0.3\, W$. The ground clearance and 1% turbulence intensity of the numerical domain were chosen to match the wind-tunnel tests. A no-slip boundary condition was used at the bottom of the domain. Symmetry conditions were employed for all the steady-RANS simulations. A zero-shear wall condition for the top and side walls was applied.

Embedded Large Eddy Simulation (ELES) is a zonal LES method, which employs a larger RANS computational domain in order to better match turbulence inflow statistics at a computational inlet of the LES domain. It does this by using the RANS model to construct time-dependent turbulence, either through adding in the effect through a collection of point vortices or using a synthetic turbulence generator (Mathey et al., 2003). This provides a truer representation of the time-dependent inflow turbulence of real physical systems. In order to conduct the ELES simulation, the RANS and LES zones were predefined through splitting the domain into RANS and LES regions, as depicted in Fig. 1. The RANS/LES interfaces of cases 1 and 2 were located at 4W and 10.23W, respectively, upstream of the test wagon. The lengths of the LES domains in the spanwise direction for cases 1 and 2 were 4W and 4.5W. It should also be noted that another aim of using the ELES approach is to reduce the cost of LES, over using it for the entire domain. Hence, the size of the embedded LES domain should be selected cautiously to avoid the high computational cost of pure LES, while still accurately capturing the highly time-varying flow around the model. The influence of the size of LES domain is explicitly discussed in Section 5.1.4.

4. Numerical method

Similar to the wind tunnel test, all 49 different gap size combinations were simulated, in this case using the RANS SST (Shear Stress Transport) $k-\omega$, Realizable $k-\varepsilon$ and RSM (Full Reynolds Stress Model), due to their relatively cheap computational cost. The results computed by the SST $k-\omega$ and Realizable $k-\varepsilon$ are not reported here due to similarity to those from RSM. Hence, the RANS results presented in this study refer to the RSM model. For the computations, the commercial flow simulation package ANSYS FLUENT version 16.1 was used. The equations were solved using the coupled algorithm. The enhanced wall treatment (EWT) was used for regions adjacent to solid surfaces to ensure that the appropriate turbulence equilibrium conditions were applied at the first grid point adjacent to the wall.

For the transient simulations of the cases 1 and 2, three widely used unsteady turbulence models, ELES, SAS and URANS were employed. The SIMPLEC algorithm was utilised for time integration. The transient simulations undertaken for cases 1 and 2 are listed in Table 1. The SST $k-\omega$ model was chosen as the RANS model for the SAS and URANS cases. Due to high cost of resolving the near-wall region at the Reynolds number studied, the WMLES model was selected to reduce the mesh resolution requirement of LES at the wall. WMLES models the flow close to the wall based on a RANS mixing length model, and resolves the central part of the boundary layer with LES allowing for a coarser near wall grid resolution than in the LES requirements. The vortex method was applied at the RANS/LES interface to introduce synthetic turbulence. The added perturbations were generated through a number of discrete vortices providing turbulent fluctuations at the inlet of the LES zone. This

---

Fig. 1. Top: Geometry of a doubled-stacked single wagon and computational domain for case 1 with LES zone indicated; Bottom: Geometry of multiple double-stacked wagons and computational domain for case 2 with LES zone marked.
Injection allows the balance between RANS and LES turbulent content across the interface to be preserved. The time-averaged pressure distribution calculated in this study is expressed in terms of the local pressure coefficient. This is defined as

$$C_P = \frac{P_l - P_{ref}}{0.5 \rho U_{in}^2}. \quad (1)$$

Here, $P_l$ is the time-averaged static pressure, $U_{in}$ is the uniform wind speed, $\rho$ is the density and $P_{ref}$ is a suitable reference pressure.

In order to calculate the pressure drag coefficient ($C_{Dp}$), the pressure is integrated over the front and base surface to give an area-averaged pressure coefficient ($C_{Pave}$). The difference between the front surface pressure coefficient ($C_{Pfront}$) and base surface pressure coefficient ($C_{Pbase}$) gives the pressure drag coefficient of the wagon $C_{Dp}$,

$$C_{Dp} = C_{Pfront} - C_{Pbase}. \quad (2)$$

### 4.1. Grid resolution

ANSYS ICEM-CFD software was employed to construct meshes with different grid resolutions for cases 1 and 2. Two grids with approximately 3 and 4.5 million cells were constructed for the steady-RANS simulations. Only a 0.2% difference in pressure drag coefficient was observed in increasing the number of cells from 3 to 4.5 million. Hence, the grid with 3 million cells was chosen as sufficient for the case with gap combination $G_f = 9.38W$ and $G_b = 3.23W$ for the RANS computations. It should be noted that a higher number of cells was used for the larger inter-wagon gaps, e.g., for $G_f = 12.61W$ and $G_b = 12.61W$, 3.6 million cells were used.

For the single wagon case, the meshes for the SAS runs had 4.5, 6.5 and 9.5 million cells, corresponding to the coarse, medium and fine grid cases, respectively. Meshes for the single wagon ELES cases had approximately 5 and 13 million cells. The size of LES domain in the spanwise and vertical direction was 4W and 1.55H, respectively. For case 1 only, temporal and spatial resolution for the ELES approach will be discussed in Section 5.1.2. However, it should be noted, similar to case 2, considerable care was taken to generate a near-optimal mesh for case 1.

Table 2 lists the essential input and output information for computations with the different grid resolutions and different turbulence models. In particular, it provides a comparison of the pressure drag coefficient predictions against the experimental value for case 2. For the multiple wagon setup with $G_f = 9.38W$ and $G_b = 3.23W$, the total number of cells generated for URANS and SAS were approximately 4.5, 6.5 and 11 million, for the coarse, medium and fine grids, respectively. Due to the complexity of upstream flow condition for this multiple wagon setup, four different grids were constructed to find the optimal size for the embedded LES domain, by varying the spanwise and vertical extent. Embedded LES domains with widths and heights of 2.5W & 1.5H, 4W & 1.5H, 4.5W & 1.5H were generated, with approximately 16, 17, 18 and 18.5 million cells, respectively. An example of the meshing strategy used to capture the critical flow regions for the full train model is shown in Fig. 2.

Furthermore, different locations for the RANS/LES interface were tested to find the most economical size for the LES domain in the streamwise direction. Recall that the RANS/LES interface is used to introduce synthetic turbulence in the LES flow domain, which could be expected to alter the flow development after the upstream boundary layer separates as the fluid advects into the upstream gap (G_f). Not surprisingly, it was found when the RANS/LES interface was located inside the front gap, the introduced synthetic turbulence (matching the RANS model) took some time to readjust leading to under predicting the pressure drag coefficient, $C_{Dp}$, and the front surface pressure. Thus, a good compromise position for the RANS/LES interface was found to be slightly upstream of the front gap.

The structured hexahedral method was employed for generating the SAS, URANS and RANS grids, while the non-conformal method with hexahedral cells was used for generating the ELES grids. The latter method saved at least 25% of total number of elements compared to the former, allowing in increase in the size of LES domain in the spanwise direction from 2.5W to 4W without an increase in the total number of cells generated. The constructed finest meshes showed $y^+$ varied between 1 and 14 over the surfaces of the wagons.

### Table 1

<table>
<thead>
<tr>
<th>Single Wagon Elements</th>
<th>$0.015 \ T_{ref}$</th>
<th>$0.006 \ T_{ref}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fine 13 million</td>
<td>ELES-4W-1.55H</td>
<td></td>
</tr>
<tr>
<td>Medium 9.5 million</td>
<td>SAS</td>
<td></td>
</tr>
<tr>
<td>Coarse 4.5 million</td>
<td>SAS</td>
<td></td>
</tr>
</tbody>
</table>

---

| Fine 18.5 million     | ELES-4.5W-1.5H  |                  |
| 18 million            | ELES-4W-1.5H   |                  |
| 17 million            | ELES-4.5W-1.5H  |                  |
| 16 million            | ELES-2.5W-1.5H  |                  |
| Coarse 11 million    | URANS & SAS    |                  |
| Coarse 6.5 million   | URANS & SAS    |                  |
| Coarse 4.5 million   | URANS & SAS    |                  |

---

* Non-conformal mesh.
4.2. Timestep resolution

The URANS and SAS simulations were performed using two timesteps, as shown in Table 1. The timestep was normalised by $T_{ref}$, which is equivalent to the time taken for the fluid to advect one wavelength at the freestream velocity. Time-averaged results are obtained through averaging the flow over 50$T_{ref}$, after the flow was checked to be dynamically steady through comparing averages based on smaller averaging times.

The timesteps selected for URANS and SAS simulations are equivalent to 0.015 $T_{ref}$ and 0.006 $T_{ref}$. These timesteps give maximum Courant numbers of $\sim 12$ and 6, respectively, although they are only greater than one over very limited locations in the near wall regions. As URANS cannot resolve small-scale features (Sagaut et al., 2013), no further timestep or grid refinement was pursued for that case.

For the SAS approach, the timestep has an explicit impact on the formation of the resolved turbulent structures in unstable flows (Menter and Egorov, 2010). The SAS model is probably the most robust global (or non-zonal) RANS/LES approach relying on a single set of equations that blends into a generalized model RANS and LES model (Sagaut et al., 2013). The SAS approach is based on the K-KL model of Rotta, where $K$ and $L$ are the turbulent kinetic energy and turbulent length-scale, respectively. The idea behind SAS is the introduction of the von Karman length-scale by retaining the second derivative of the K-KL equation (Frohlich and von Terzi, 2008). Hence, SAS contains two length-scales, the one related to the first derivative of the resolved velocity, and a second one related to the higher derivatives of the resolved velocity (Frohlich and von Terzi, 2008). Through the mathematical blending function, SAS can calculate a different length-scale according to which of the models provides the larger length-scale. This functionality allows SAS to act in RANS mode near the wall and switch to LES where unsteadiness is detected. A limitation however, is that utilising SAS where the underlying flow instability is not very strong, can prevent the switch to LES causing SAS to remain in URANS mode, possibly giving even poorer results than URANS (Davidson, 2006). The flows here have fixed separation points and thus lead to strongly unstable wakes. Thus SAS does switch to LES mode automatically in the wake. In addition, Central Differences (CD) were used for the advective terms in the Navier-Stokes equations, rather than the slightly more dissipative scheme, Bounded Central Differences (BCD) for which switching was problematic. This leads to a better prediction against experiments.

Fig. 2. Fragment of ELES non-conformal fine mesh of multiple wagon setup (case 2) with gap ratio combination $G_f = 9.38W$ and $G_b = 3.23W$. The LES zone is shown.

5. Results and discussion

The capability of different turbulence models for predicting the flow and aerodynamics forces for the single wagon (case 1), and multiple wagons configured with gap combination $G_f = 9.38W$ and $G_b = 3.23W$ (case 2), is discussed here. In section 5.1, $C_p$, on the centreline of the front, top and base surfaces of the wagon for cases 1 and 2 are compared based on grid resolution and timestep selection, and the size of LES domain. In sections 5.2 and 5.3, the pressure drag coefficient and the time-averaged pressure coefficient, surface-pressure contours, and side and top skin-friction lines for cases 1 and 2 are compared with the wind tunnel results. The numerical time-averaged streamwise velocity profile above the top of the wagon and in its wake are also presented in the section 5.3. In section 5.4, the pressure drag coefficient, $C_{Dp}$, computed using RANS simulations for multiple wagons with various gap sizes is examined. Finally, in section 5.5, the computational cost of all models studied in this paper are provided and discussed, with a view to analysing the cost/benefit, which depends on which predicted variables are required.

5.1. Resolution and domain studies

In this section, the pressure drag coefficient, $C_{Dp}$, and pressure coefficient, $C_p$, on the centreline of the front, top and base surfaces of the wagon for both cases are compared based on grid size and timestep, and the size of LES domain.

5.1.1. Grid resolution and timestep selection for case 1 (single wagon)

Fig. 3 shows the effect of the ELES temporal and spatial resolution on the pressure coefficient, $C_p$, on the centreline of the front, top and base surfaces for the single wagon case. Despite a two and half times increase in the number of grid points and a decreased timestep, very little change can be observed over the perimeter of the wagon. A slight difference between the two cases is the better match with experiments for the recirculating flow and the position of the reattachment point at the top of the wagon. Note that for this comparison, the reference static pressure was taken at the centreline point 0.75 wagon lengths downstream of the leading edge. This was far enough downstream to allow the boundary layer to recover from the upstream separation/recirculation. This same point was used for both the experimental and numerical $C_p$. This reflects that fact that wind tunnels generally have a non-negligible pressure gradient in their working section, while numerical flow predictions usually don’t, thus this choice for $P_{ref}$ tends to minimise the effect of the wind tunnel pressure gradient adversely affecting the comparison, which would result if a standard upstream wind-tunnel static-pressure reading was used as a reference value.

5.1.2. Influence of grid resolution for case 2 (multiple wagons)

The contribution of grid resolution on the pressure drag coefficient, $C_{Dp}$, for URANS and SAS-BCD simulations are shown in Table 2. Less than a 2% change in the pressure drag coefficient is observed between the URANS medium and fine mesh predictions, while the difference between SAS-BCD medium and fine grids predictions is approximately 5%.

The influence of grid refinement on the pressure coefficient, $C_p$, on the centreline of the front, top and base surface of the wagon, is presented in Fig. 4. As expected, the SAS-BCD model shows a higher dependency on grid size compared to URANS, particularly on the front surface of the...
wagon. It is thought that having a coarser grid upstream of the test wagon, inside the upstream gap, delays the switch from RANS to LES mode to occur.

5.1.3. Influence of timestep for case 2 (multiple wagons)

The effect of the timestep on the pressure drag coefficient, $C_{dp}$, and pressure coefficient, $C_p$, on the centreline of the front, top and base surface of the wagon for case 2 for the URANS and SAS-BCD simulations are presented in Table 2 and Fig. 4. The effect of an increase in the LES domain span from 4W to 4.5W and height from 1.5H to 1.65H is less than 2% for the pressure drag coefficient. Fig. 4 shows a very little difference between the $C_p$ on the centreline of the front, top and base surfaces obtained from all ELES cases using different sized LES domains. The similarities of the ELES results suggest that any further increase of the LES domain size would have negligible effect on the ELES predictions. This is an indication that the main unsteady (turbulent) flow structures are well contained in the range of LES domains chosen for this study. The effect of an increase in the LES domain size in the streamwise direction was discussed earlier in Section 4.1.

5.2. Single wagon in free-stream

Further details of the numerical predictions using different turbulence models for an isolated double-stacked wagon in free-stream are discussed in this section. The models considered were ELES, SAS-BCD, SAS-CD and RANS. URANS was also used for case 1 but it was found that the predicted wake remained steady and symmetric.

5.2.1. Embedded LES

As expected, all numerical models predict similar front pressure distributions to the wind tunnel data (not shown here). Figs. 6 and 7 present a wind-tunnel surface-flow visualisation (skin-friction lines) and the numerical time-averaged side and top streamlines for the different models. The wind-tunnel surface-flow visualisation was obtained using Kaolin china clay 340 mixed with kerosene and fluorescent dye. The final experimental images obtained were enhanced with UV light. It can be seen ELES accurately predicts the separating shear layers rolling up into two small and large recirculation bubbles on the side and top surface of the wagon. The recirculating structures computed with ELES are in good agreement with the wind-tunnel reattachment lines, R1 and R2, for both the side and top surfaces. The maximum reattachment length of R2 reported by Li et al. (2017) was approximately 0.4L, which is very similar to the ELES prediction.

5.1.4. Influence of the size of LES domain

The influence of the embedded LES domain dimensions in the spanwise and vertical directions on the $C_{dp}$ and $C_p$ can be observed in Table 2 and Fig. 4. The effect of an increase in the LES domain span from 4W to 4.5W and height from 1.5H to 1.65H is less than 2% for the pressure drag coefficient. Fig. 4 shows a very little difference between the $C_p$ on the centreline of the front, top and base surfaces obtained from all ELES cases using different sized LES domains. The similarities of the ELES results suggest that any further increase of the LES domain size would have negligible effect on the ELES predictions. This is an indication that the main unsteady (turbulent) flow structures are well contained in the range of LES domains chosen for this study. The effect of an increase in the LES domain size in the streamwise direction was discussed earlier in Section 4.1.
Fig. 9 illustrates that ELES captures the correct pressure distribution on the base surface of the single wagon case. Consequently, the pressure drag coefficient predicted by ELES is within 1% of the experimental value, as presented in Table 3. The ELES results for case 1 confirm that size of LES domain was appropriate to provide sufficient space for the turbulent flow to be fully developed upstream of the wagon.

5.2.2. RANS

While RANS correctly predicts the front pressure distribution, it performs unsatisfactorily for providing the reattachment point on the top and side surfaces. In particular, it over-predicts the length of recirculation bubble. Additionally, RANS under predicts the pressure on the base surface resulting in 12.5% difference in the pressure drag coefficient compared to the experimental value, as shown in Table 3. The inability of RANS to predict a flow field with substantial separation is well-known and in agreement with other studies. Ashton et al. (2016) assessed the capability of RANS and DES against experimental data for the Ahmed body and a more realistic automotive vehicle model – the DrivAer model\(^2\). They used meshes with 16 and 80 million cells for the Ahmed body, and the fastback and estate DriveAer configurations, respectively.

\(^2\) DriveAer (Lienhart and Becker, 2003) is an open source car model based closely on realistic complete car geometries with openly available experimental data.
They reported the inability of RANS to capture the flow field for both models, regardless of mesh resolution.

5.2.3. SAS

The current set of simulations indicate that most flow measures computed using SAS with the BCD scheme, such as the pressure drag coefficient, base pressure contours and the size of recirculation bubble on top and sides of the wagon, are similar to the RANS predictions. This similarity is due to a known problem encountered with the SAS approach. In situations that are not strongly globally unstable, SAS may stay in RANS mode rather than switching to scale-resolving LES mode. Given that the wake flow is strongly time-dependent in reality, this would seem

![Fig. 8. Top $C_p$ for single wagon (top left), Side $C_p$ for single wagon (top right), Top $C_p$ for gap combination $G_f = 9.38W$ and $G_b = 3.23W$ (bottom left) and Side $C_p$ for gap combination $G_f = 9.38W$ and $G_b = 3.23W$ (bottom right).](image)

![Fig. 9. Time-averaged single-wagon base surface pressure.](image)

<table>
<thead>
<tr>
<th>Single Wagon</th>
<th>Experiment</th>
<th>ELES</th>
<th>SAS-CD</th>
<th>SAS-BCD</th>
<th>RANS</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C_{dp}$</td>
<td>0.93</td>
<td>0.923</td>
<td>0.938</td>
<td>0.775</td>
<td>0.833</td>
</tr>
<tr>
<td></td>
<td>0.8%</td>
<td>0.9%</td>
<td>20.7%</td>
<td>12.5%</td>
<td></td>
</tr>
</tbody>
</table>

They reported the inability of RANS to capture the flow field for both models, regardless of mesh resolution.
to suggest that the problem could be the extra dissipation induced by the BCD scheme. Davidson (2006) investigated the flow in an asymmetric diffuser to compare the results of SAS to URANS. He found the model did not run either in URANS nor LES modes, but somewhere in between. This resulted in poorer results than URANS.

However, the flow field calculated by SAS with the CD scheme agrees well with both the wind tunnel and ELES results. It predicts a similar pressure drag coefficient, $C_{dp}$, and base pressure contour to the ELES and wind tunnel results. Similar to the wind tunnel flow visualisation, the two small and one large recirculation bubbles on the side and top surface of the wagon can be seen on the surface streamline plots computed by SAS-CD. As shown in Fig. 8, the flow reattachment point computed by SAS-CD on the top and side surfaces are closely matched with the wind tunnel and ELES results. These results suggest the use of a less dissipative scheme triggers unsteadiness around the wagon, and thereby the switch from RANS to LES mode could occur leading to resolving the large turbulent scales and indeed part of the turbulence spectrum. The ability of the SAS model to provide very similar predictions to ELES makes it a very attractive approach. It should be noted that SAS not only does require less care to be taken for setting up a case than ELES, but also the cost of SAS is significantly lower than ELES.

5.3. Multiple wagons at $G_f = 9.38W$ and $G_b = 3.23W$

As mentioned above, only a single multiple wagon case was computed ($G_f = 9.38W$ and $G_b = 3.23W$) using the three turbulence models: ELES, SAS, and URANS, due to high computational cost of transient simulations. Fig. 10 illustrates the comparison between the numerical and experimental front and base pressure contours. While the front surface pressure is correctly computed by all transient models, the steady RANS model fails to even predict the stagnation point on the surface.

Figs. 11 and 12 illustrate a good qualitative agreement of ELES and SAS-CD with the wind-tunnel surface visualisation. They both show a similar position for the reattachment line, R2, and correctly predict the maximum length of recirculation bubble is almost 0.28L on the top and side surfaces. However, URANS and SAS-BCD over-predict the recirculation structure on both surfaces.

Fig. 8 provides another comparison of the accuracy of the numerical models in predicting the behaviour on top and side of the wagon. It is apparent ELES provides the most accurate prediction amongst all models by computing a similar length of the recirculation bubble and reattachment point on both surfaces. The SAS-CD model predicts a very similar reattachment point on the top surface to the wind tunnel and ELES results. The SAS-BCD and URANS models perform unsatisfactorily by over-predicting the size of mean recirculation bubble on top and side surfaces of the wagon. RANS provides the least accurate prediction by computing the largest recirculation bubble on both surfaces.

The wind-tunnel boundary-layer profiles measured above the top surface and in the wake of the wagon were compared across all the numerical models. Fig. 13 displays the XY planes used for the streamwise velocity comparison. Nine locations at the top surface of the wagon, $x = 0L, 0.3L, 0.4L, 0.5L, 0.6L, 0.7L, 0.8L, 0.9L$ and $1L$, are compared, as shown in Fig. 14. The majority of data at $x = 0.2L$, passing through the recirculation region, have less than 80% quality, and therefore are not shown. This is caused by the failure of the Cobra probe to measure velocities outside its 45° acceptance cone. All numerical approaches show a similar boundary layer profile at $x = 0L$, equivalent to the leading edge of the wagon where separation occurs. Although ELES and SAS-CD display the shear-layer reattachment at $x = 0.3L$, corresponds to the downstream edge of recirculation bubble in the experiment, they under-predict the streamwise velocity slightly at this location. SAS-BCD, URANS and RANS over-predict the length of recirculation bubble, showing the reattachment occurs approximately at $x = 0.4L$. While slightly under-predicted, the velocity profiles computed by ELES and SAS-CD from $x = 0.5L$ to $x = 1L$ are in a good agreement with the wind tunnel data. SAS-CD predicts almost identical streamwise velocity profiles compared to ELES over this range indicating the switch from RANS to LES mode has correctly occurred. This in turn leads to a very good pressure recovery prediction, and subsequently computation of an accurate surface pressure distribution and pressure drag coefficient.

Comparisons between numerical and wind-tunnel streamwise velocity profiles in the wake of the wagon at 6 locations: $x = 1.05L, 1.1L, 1.2L, 1.3L, 1.4L$ and $1.5L$ are presented in Fig. 15. While all numerical predictions show some differences at $x = 1.05L$, $1.1L$ and $1.2L$, which is close to the trailing edge of the wagon where separation occurs, ELES and SAS-CD predictions are much closer, both in this region and further downstream, than URANS and RANS.

The numerical base $C_p$ contours are shown in Fig. 10. Similar to the single-wagon case, the base $C_p$ distribution and the pressure-drag coefficient computed by ELES are in the closest agreement to the wind tunnel

![Diagram](https://via.placeholder.com/150)

Fig. 10. Pressure coefficient ($C_p$) distribution on the front (top) and back (bottom) surfaces, presented for gap combination $G_f = 9.38W$ and $G_b = 3.23W$. 
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result among other numerical model predictions. The ELES prediction of the pressure distribution across the base surface matches well with the experimental measurements in both overall magnitude and distribution. This would seem to be an indication that the flow structure within the rear gap is well predicted. However, experimental velocity fields within the gap were not available to test this hypothesis. Table 2 shows the pressure drag coefficient difference between ELES and the experiment is less than 2%. In contrast to the single wagon case, both SAS-CD and SAS-BCD present the similar base pressure distribution compared to the wind tunnel, while SAS-BCD displays a slightly closer qualitative agreement, which clarifies its 2% better $C_{dp}$ prediction compared to SAS-CD, shown in Table 2. This relatively accurate prediction by SAS-BCD happens due to the high turbulent region upstream the wagon, inside $G_f = 9.38W$, which causes the switch from RANS to LES mode to occur further upstream of the wagon. Hence, the large turbulent scales responsible for carrying eddies inside $G_f = 9.38W$ are resolved before flow impinges on the front surface of the wagon. However, it is concerning that the SAS-BCD prediction is better than the SAS-CD prediction, given that a reasonably fine grid is used.

As expected, RANS performs unsatisfactorily for predicting the base $C_p$ contours, and subsequently $C_{dp}$. RANS under-predicts the pressure drag coefficient by almost 40%. The reasons why RANS fails to even predict the medium-scale turbulent features are discussed above in Section 5.2.2.

Apart from the close $C_{dp}$ prediction, other parameters calculated using URANS show discrepancies with the experimental data. Hence, it is assumed that URANS’s good $C_{dp}$ prediction is possibly fortuitous, and it may not provide a reasonable pressure drag prediction for other gap size combinations. To investigate this further, the gap ratio combination $G_f = 1.77W$ and $G_b = 3.23W$ was modelled with URANS using approximately 11 million cells. Almost an 8% $C_{dp}$ difference was found, considerably worse than the case 2 prediction.

5.4. RANS simulations of all gap sizes

All 49 upstream and downstream gap spacing combinations tested experimentally were simulated using (steady) RANS, as described in Section 4. Fig. 16 presents the changes in pressure drag coefficient for the various gap combinations computed by RANS and measured experimentally. Although RANS under-predicts the pressure drag coefficient for the various gap combinations compared to experiments, it computes a similar drag contour map variation. Additionally, RANS predicts a higher drag penalty occurs due to increasing the gap size in agreement with the wind tunnel tests. Furthermore, the RANS results show the effect of an increase in $G_f$ on the drag penalty is much higher than the impact of an increase in $G_b$. 

Fig. 11. Wind-tunnel surface visualisation on the side surfaces (top); predicted time-averaged surface streamlines (bottom). Gap combination $G_f = 9.38W$ and $G_b = 3.23W$ (case 2) on x-y plane at $z = 0$.  
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Although the ELES and SAS methods have proved to provide more accurate results relative to URANS and RANS, the computational cost of each model should also be considered for engineering applications. Table 4 presents the CPU time used for all turbulence models employed for case 2. The cost of RANS is approximately 1/33th and 1/66th of SAS-CD and ELES-4.5W-1.5H, respectively. Indeed, the overall relative cost of RANS may be even better, given that a coarser mesh may work just as well. This suggests RANS is the most attractive approach among other numerical models for this engineering application if drag is the main parameter of importance, due to its cheap computational cost and its relatively accurate prediction of the relative drag of different gap combinations. It is expected RANS would be able to predict the pressure drag coefficient with an acceptable precision for the multiple wagons at various gap sizes provided that an accurate fully developed turbulent profile was simulated upstream of the front gap. In future work, it is planned to use Particle Image Velocimetry (PIV) to obtain the turbulent profile slightly upstream of the largest front gap. It is conjectured that better turbulent profile at the inlet of computational domain would improve the accuracy of the RANS drag prediction.

On the other hand, it may be valuable to better understand the flow in the gaps and its effect on the surface pressure distributions, as it may provide opportunities to explore passive or active control methods to reduce overall drag. In such a case, it is clearly useful to know that the ELES and SAS predictions provide a truer representation of the surface pressure, and by implication, the separated flows. In addition, the ELES and SAS models predict the pressure drag much more accurately, so if absolute values are required rather than relative trends, then these more expensive methods may be needed.
6. Conclusion

Flows around a single isolated double-stacked wagon, and multiple wagons with a gap ratio combination $G_f = 9.38W$ and $G_b = 3.23W$, have been simulated and compared with experimental measurements. To this end, the larger objective of this study was to evaluate the capability of the ELES, SAS, URANS and RANS approaches to predict the aerodynamic flow and forces for a double-stacked freight wagon, both in isolation and within a train, by comparing predictions with the wind-tunnel experiments conducted by Li et al. (2017). The Reynolds number in the simulation was $Re = 0.3 \times 10^6$ based on the width of the wagon, in agreement with the wind-tunnel experiments. Spatial and temporal resolution studies indicate that the simulations provided well converged predictions.
The URANS and RANS models have shown their incapability to correctly predict the flow field for both cases for the rear surface where flow separation occurs. It has been demonstrated that the ELES and SAS approaches provide more accurate results than URANS and RANS, in terms of the pressure drag coefficient, front and base $C_p$ contours, and skin-friction patterns on the top and sides of the wagon. The pressure drag coefficients computed by ELES and SAS were within 1% of the experimental value for the single wagon. In addition, their predictions were only 2% different from wind-tunnel values for the double-stacked freight wagon within a train. The surface pressure distributions and surface flow topologies predicted by ELES and SAS were in a good agreement with the wind tunnel results, both qualitatively and qualitatively. However, there were some differences in the velocity predictions through the recirculation bubbles on the top of the wagon, although the mean reattachment lines were reasonably well predicted. Finally, the computational expense of the each model was provided suggesting RANS may be the most suitable approach for a freight train company if only a relative drag prediction is required.
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### Table 4

<table>
<thead>
<tr>
<th>Method</th>
<th>CPU Hours Used</th>
<th>% diff</th>
</tr>
</thead>
<tbody>
<tr>
<td>ELs-4.5W-1.5H</td>
<td>18.5 million</td>
<td>11200</td>
</tr>
<tr>
<td>SAS-CD</td>
<td>11 million</td>
<td>5600</td>
</tr>
<tr>
<td>SAS-BCD</td>
<td>11 million</td>
<td>4400</td>
</tr>
<tr>
<td>URANS</td>
<td>11 million</td>
<td>4000</td>
</tr>
<tr>
<td>RANS</td>
<td>3 million</td>
<td>179</td>
</tr>
</tbody>
</table>

The experiments and simulations were performed on a computer system with the following specifications: CPU: Intel Xeon E5-2640, RAM: 32 GB, Disk: SSD 512 GB, Operating System: Windows 10.